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Abstract

Simulated quantum annealing is a well method for finding solutions to
classical or quantum optimization problems, which can be encoded in the
ground state properties of a many-body Hamiltonian. Its central idea is to
implement a quantum system with a time dependent Hamiltonian slowly
changing from a simple initial Hamiltonian to the desired target Hamilto-
nian. For a suitable timing this allows to let the ground state of the initial
Hamiltonian evolve into the ground state of the final target Hamiltonian,
which then allows to extract the solution to the optimization problem. It
has been argued that under suitable conditions such a quantum implementa-
tion scales superior to a classical implementation based on thermal diffusion
and slow cooling. Here we present a generic case, where both, a classical and
a quantum description of the dynamics can be applied and directly compared
by numerical simulations.

As generic example we study a small Bose-Hubbard type system describ-

ing particles inside a cavity generated optical lattice. Specifically, as minimal
nontrivial instance we look at two atoms inside the cavity, confined by an
external trapping potential and directly pumped by two laser beams inducing
photon scattering into two separate cavity modes. Introducing an additional
local energy shift at a specific lattice site allows to create a unique energy
separated optimal ground state for the problem Hamiltonian. The main fo-
cus is to compare the full quantum mechanical model to the semi-classical
model, where the field modes implementing interactions are approximated
by classical coherent fields.
Essentially, our investigation reveals strong differences between the quantum
and semi-classical model, which can be cast into a sort of phase diagram
separating a distinct parameter region where quantum annealing does not
find the optimum in the semi-classical approach but full quantum annealing
does. We find strong evidence for the involvement of entanglement for find-
ing an optimal solution and its influence on the minimal time needed for a
successful simulation.



As an extra direction we study the impact of different photon number
cut-offs in the numerical quantum simulation. Most surprisingly we find
even an improvement in the optimization success rate for short simulation
times, when we use too low cut-off numbers to get a numerically accurate
solution of the Schrodinger equation. Using higher cut-off numbers and thus
a better representation of the exact quantum dynamics seems to be more
relevant only for longer simulation times with very high success rates. Again
this appears to be related to the entanglement entropy of the system. All
results are generated by numerical simulations using the QuantumOptics
Framework for the Julia language locally developed in Innsbruck [31].



Zusammenfassung

Simuliertes quantum annealing ist eine gute Methode, um Loésungen fiir
klassische- oder quanten-Optimierungsprobleme zu finden, welche in den
Grundzustandseigenschaften eines Viel-Teilchen Hamiltonians kodiert wer-
den konnen. Die Zentrale Idee ist ein Quantensystem zu implementieren,
mit einem zeitabhéngigen Hamiltonian, welcher langsam von einem sim-
plen Anfangs-Hamiltonian zu einem Ziel-Hamiltonian wechselt. Fir eine
geeignete Zeit erlaubt dies den Grundzustand des Anfangs-Hamiltonian zu
dem Grundzustand des finalen Ziel-Hamiltonian zu entwickeln, was dann
die Entnahme der Losung zu dem Optimierungsproblem erlaubt. Es wurde
argumentiert, dass unter geeigneten Bedingungen eine solche Quantenimple-
mentierung besser skaliert als eine klassische Implementierung, basierend auf
thermaler Diffusion und langsamen kiihlen. Hier prasentieren wir einen allge-
meinen Fall, in welchem beide, eine klassische und eine Quanten-Beschreibung
der Dynamik, eingesetzt und direkt durch numerische Simulationen ver-
glichen werden konnen.

Als allgemeines Beispiel untersuchen wir ein kleines Bose-Hubbard-artiges
System, welches Teilchen in einem Resonator generierten optischen Gitter
beschreibt. Besonders, als kleinster nicht trivialer Fall, schauen wir uns zwei
Atome in einem Resonator an, gefangen von einem externen Fang-Potential
und direkt gepumpt durch zwei Laserstrahlen, welche Streuung in zwei sep-
arate Resonator-Moden erzeugen. Die Einfiihrung einer zusétzlichen lokalen
Energieverschiebung an einem bestimmten Gitterplatz erlaubt es einen ein-
deutigen, Energie-separierten, optimalen Grundzustand des Problem- Hamil-
tonian zu erzeugen. Der Hauptfokus ist es das komplette quanten Modell mit
dem semi-klassischen Modell zu vergleichen, bei welchem die Feldmoden,
welche Interaktionen erzeugen, durch klassische kohérente Felder angenéhert
werden.



Im Grunde zeigt unsere Untersuchung starke Unterschiede zwischen dem
quanten und dem semi-klassischen Modell, welche in der Form ahnlich einem
Phasendiagramm dargestellt werden konnen, einen bestimmten Parameter-
bereich separierend, wo quantum annealing kein Optimum fiir das semi-
klassischen Vorgehen erbringt aber das volle quantum annealing schon. Wir
finden starke Beweise flir das Mitwirken von Quantenverschrankung beim
Finden einer optimalen Losung und ihre Influenz auf die minimale Zeit, die
benétigt wird fiir eine erfolgreiche Simulation.

Zusatzlich untersuchen wir die Auswirkung von unterschiedlichen Photonen-
Zahl cut-offs in der numerischen quanten Simulation. Sehr iiberraschend
finden wir sogar eine Verbesserung in der Optimierungs-Erfolgs-Rate fiir
kurze Simulationszeiten, wenn wir flir eine numerisch akkurate Losung der
Schrodinger Gleichung eine zu niedrige cut-off Zahlen verwenden. Verwen-
den einer hoheren cut-off Zahl und damit eine bessere Reprasentation der
exakten Quantendynamik scheint nur fiir langere Simulationszeiten mir sehr
hoher Erfolgsrate relevant zu sein. Es scheint, dass dies ebenso mit der
Verschrankungs-Entropie des Systems zusammenhéngt. Alle Resultate wur-
den durch numerische Simulationen generiert, unter der Benutzung des Quan-
tumOptics Frameworks fiir die Julia Programmiersprache, lokal entwickelt in
Innsbruck [31].



Danksagung

Zunachst mochte ich mich an dieser Stelle vor allem bei meinen Eltern und
meinem Bruder herzlich fiir die stetige Unterstiitzung bedanken. Ohne sie
ware mein Studium nicht moglich gewesen.

Einen besonderen Dank gebiihrt auch Herrn Prof. Ritsch fiir seine sowohl
fachlich als auch menschlich herausragende Betreuung und Leitung
wahrend meiner ganzen Masterarbeit.

Auflerdem mochte ich meinen Dank an alle Mitglieder der Arbeitsgruppe
aussprechen, die mich freundlich aufgenommen haben, und immer fiir
Fragen offen waren. Insbesondere mochte ich David Plankensteiner danken,
der mir bei allen technischen Fragen zur Seite stand.

Abschliefend mochte ich mich auch noch vor allem bei meinen Freunden
bedanken. Ohne ihre Hilfe und Verstandnis in jeglicher schwierigen
Situation wére vieles nicht moglich gewesen.



Contents

1 Introduction

2 Theoretical concepts
2.1 Themodel . . . . . . . ...
2.1.1  Derivation of the Bose-Hubbard type Hamiltonian . . .
2.1.2  Four sites - two Modes - model . . . . . . ... .. ..
2.1.3 Master equation . . . . ... ..o
2.1.4 Adiabatic and semi-classical description . . . . .. ..
2.2 Quantum annealing . . . . ... ..o
2.2.1 Optimization problems . . . . . . . . .. .. ... ...
2.2.2 Adiabatic approximation . . . . . . . . ... ... ...
2.2.3 Applying quantum annealing to the model . . . . . . .
2.3 Self-organization in optical systems . . . . . .. ... ... ..

3 Simulations and Results
3.1 Analysis of the full quantum dynamics . . . . . ... ... ..
3.1.1  Emergy spectrum . . . ... ... ...
3.1.2  System parameters . . . . . . .. .. ... ...
3.1.3 Simulation time and entanglement . . . . .. ... ..
3.2 Semi-classical model and photon cut-off . . . . . ... ... ..
3.2.1 Solution phase diagram and entanglement . . . . . . .
3.2.2  Photon cut-off comparison . . . . ... ...

4 Conclusions and outlook

5 Appendix
5.1 Program example . . . . . .. ..o Lo

11
13
13
15
15
17
19
21

22
22
22
25
29
35
35
40

44

46



References

53



Chapter 1

Introduction

The idea of quantum computation (QC) has been around since 1980, when
Paul Benioff first proposed a quantum Turing machine [6] and Feynman in-
troduced the universal quantum simulator [18]. Shortly after, David Deutsch
introduced the universal quantum computer in terms of the circuit model [12].
Nowadays, the journey towards an universal quantum computer has made
immense progress, drawing interest from huge tech companies like Google and
IBM and also universities from all over the world. Using quantum degrees
of freedom to simulate physical problems was, and still is, an innovative and
promising idea, giving rise to a huge new field of fundamental and applied
sciences and is the leading aim of the second quantum revolution [15].

One of the many motivations behind all developments in quantum com-
putation is the aim to study the complex mechanisms of quantum systems,
which are extremely hard to observe in a laboratory and are intractable for
classical modern supercomputers. Although universal quantum computers
are proven to run some quantum algorithms exponentially faster then their
classical equivalents, it is clear by now, that large scale quantum computers
with functioning error correction are extremely hard to realize [39]. Con-
sequently it opened the door to the research of less demanding options like
adiabatic quantum optimization and quantum annealing.

In adiabatic quantum computation the simulation starts with an initial
Hamiltonian for which the ground state is easy to prepare. One then slowly
changes the Hamiltonian, proceeding to the ground state of a final Hamilto-
nian which encodes the solution to an optimization problem of interest. This
encoding of a problem in a Hamiltonian started as quantum stochastic opti-
mization [2] to solve classical optimization problems and later was renamed



quantum annealing (QA) [3]. Here instead of minimizing a certain function,
one minimizes the energy of a state for a given Hamiltonian. The theoretical
foundation for this to work is given by the adiabatic theorem [7] which in
essence expresses the fact that a system will remain in the ground state or
any other energy eigenstate if the Hamiltonian is changed slowly and the
energy gap from the ground to excited states is big enough to suppress the
transition to higher energy levels.

In contrast to the full scale quantum computers, this kind of protocol can
already be implemented in simpler setups like quantum simulators. They
have been realized in different forms, e.g. trapped-ion simulators [10], super-
conducting qubits [11] or ultra cold atoms in optical lattices [27]. Also com-
mercially available superconducting quantum annealing devices exist since
2011 in the form of the D-Wave quantum annealer [25].

It is not yet clear if these quantum annealing devices offer an actual
speedup over classical devices [21]. A hint for a probable advantage of quan-
tum annealing is given in [42], where quantum annealing is used to solve
a N-queens optimization problem [32]. In the paper it is suggested that a
solution to the problem can only be found by using a full quantum descrip-
tion. The semi-classical mean-field approach for the cavity field fails to find
a correct pattern for solving the problem. In this thesis we will use a similar
but simplified model to investigate the advantage over the semi-classical field
approximation, by using a full quantum description.

In a semi-classical model we replace the field operator of a field mode
(=harmonic oscillation) by its expectation value, i.e. c-number. Considering
a one-dimensional optical lattice in a cavity with two additional modes we
show that the semi-classical approach fails to find the correct solution to
our optimization problem for a specific range of parameters. In contrast to
that the full quantum approach will be shown to be very reliable in finding
the correct solution. Therefore, we thoroughly study the system and try to
develop a feasible explanation for the behavior.

This thesis is organized as follows. Chapter 2 will introduce the the-
oretical background. In section 2.1.1, we first derive and then modify a
Bose-Hubbard type Hamiltonian. Then we introduce the basic concepts of
quantum annealing in section 2.2 and give a simple description of the adia-
batic approximation. We talk about the general concept of self-organization
in optical systems in section 2.3.The next chapter 3.1 is about analyzing the
system in the full quantum description. This will be followed by a compar-
ison to the semi-classical mean-field description 3.2. Finally we will discuss
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the numerical photon cut-off and the impact on the quality of the solution
in sect 3.2.2.



Chapter 2

Theoretical concepts

2.1 The model

In this chapter we will introduce the physical model system that will be used
in this thesis. The idea is to use an as simple as possible system, which allows
to identify a quantum advantage using atoms in an optical lattice within a
cavity. We use a one dimensional lattice, with only four sites and periodic
boundary conditions inside a cavity, filled with two particles. Non local in-
teractions are mediated by two cavity modes.

In the following we will at first derive the general-Bose-Hubbard type Hamil-
tonian as described in [37]. Then we will adjust the Hamiltonian to fit our
model and assumptions of two particles in 4 wells generated by two laser
modes. Also the required approximations for the system will be explained.
Finally the field eliminated Hamiltonian and the mean-field approximation
with classical fields will be introduced.

2.1.1 Derivation of the Bose-Hubbard type Hamilto-
nian

Following [37], we first derive a general Bose-Hubbard type Hamiltonian.
We consider N two level atoms in a cavity interacting with a standing wave
cavity mode. This system is schematically shown in figure 2.1 and can be
described by the Jaynes-Cummings Hamiltonian, consisting of three parts
24

Hjc=Hs+ Hp+ Hyppy (21)



/\Mﬁ:
cavity-pump
+FORT

atom-

pump
Figure 2.1: A schematic picture of the system for the Bose-Hubbard Hamil-
tonian. Shown is the cavity with particles inside an optical lattice. Direct
atom pumping, pumping through the cavity mirrors and a far off resonant
dipole trap (FORT) are depicted. The loss of photons through the cavity
mirror is denoted by k.

The three terms refer to the Hamiltonian of the atoms, the radiation field
inside the cavity and the atom-field interaction respectively. They assume
the form

)
Ha= L 4 Vi(w)oto + Voot +hugotem  (22)
m

—ihh(x)(oTe ™t — gt
Hp = hwea'a — ihn(ae™ — ale=™rt),

Hipy = —ihg(z)(ota — o a).

Where we considered atoms of mass m and transition frequency we,. The
lowering and raising operator of the atomic excitation are given by o~ and o,
respectively. The pump-field frequency is given by w, and the corresponding
mode-function by h(x). The same holds for the cavity fields with frequency w..
and mode-function g(z) and a describing the annihilation of a cavity photon.
Ve(x) and Vj(x) are external trapping potentials only acting on atoms in
the excited or ground state, respectively. Finally we have the pump-field
amplitude 1 and the momentum operator of the atoms p.

First we eliminate the explicit time-dependence by applying the unitary
transformation U(t) = exp [iw,t(c70~ +a'a)] and neglecting the fast ro-
tating terms, known as the rotating wave approximation. After introducing
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A, = wp—w, and A, = w,—we, as the pump-cavity and pump-atom detuning,
equations (2.2) can be written as

)
Hyu :2p—m + Ve(z)oto™ + Vy(z)o ot + hAo" 0™ (2.5)

— ihh(x)(ct —07),
Hp = — hAa'a —ihn(a — af),
Hipp = —ihg(z)(oTa — o al).

The next step is to change to a many-body formalism in the second quanti-
zation formalism [41]. The atomic Hamiltonian then reads:

H, :Jd?’m (Ul ()(— ;—mVQ + Vy(x)) ¥y ()

+ Ul (z)( - s—mvg — B+ Ve(z)) V. ()], (2.8)

where we used the atomic field operators ¥ (x) and V.(x) for creating an
atom at position & in the ground state or excited state, respectively. They
obey the bosonic commutation relations

[Vi(), Ul(a)] = 6*(x — @)y (2.9)
[Wi(), ¥;(a')] = [¥](), ()] =0, (2.10)

for i, j € {e,g}. There is no change to Hp since it only depends on the photon
fields and not on atomic operators.

Next we include particle-particle interactions via a short-range pseudo-potential,
dominated by the s-wave scattering channel and therefore fully described by
the scattering-length as. Leading to an interaction Hamiltonian

Hiy g = % j PV (@)U (2) T, (2)T,(x), (2.11)

with the interaction Parameter U = 4ma,h?/m [22]. Finally we can describe
the atom interaction with the cavity fields H4 g and the pump fields H4_ p
by

Hi_p=—ih f dgwﬁ/;(m)g(m)a“l/e(m) + h.c., (2.12)

Hy p=—ih J Iz (z)h(z)V () + h.c.. (2.13)



where h.c. denotes the hermitian conjugate.

As we are interested in the low temperature regime and want to en-
sure weak atomic excitation, requiring large atom-pump detuning A,, we
can adiabatically eliminate the excited atomic states. Using the Heisenberg
equations of motion a\p;t(m) = £[H, V()] = 0, we can solve for ¥.(x) and
insert it back into the equations of motion of the ground states and the cavity
fields. From there we can find an effective Hamiltonian H. ;¢ which describes

the dynamics with the excited states eliminated. We find

h?
H. sy :fd3w\lfg(w){—%v2 + V()

+ L W(2) + ()a'a + bieg(e)a+a)] 0y(a)
U [ avla@, @, @
—ihn(a —a’) — hAala. (2.14)

From this point it is easier to switch back to the single particle Hamil-
tonian, make the appropriate assumptions and simplifications for our model
and then again go back to the many-body formalism. The single particle
Hamiltonian (2.14) is easy to write down as

1) =2 V(@) + 2o 17(@) + P(w)ala + b@)g(e)(o + )
e — )~ hadla -

In our model we illuminate the atoms directly by laser light. This means
that light gets scattered by the atoms, independently into the corresponding
cavity modes. Therefore we can set n = 0. We choose the cavity to be
along the x-direction. An additional external dipole trapping potential [19]
creates a lattice inside the cavity, confining the atoms, even when there are
no photons in the cavity. Hence, we introduce V, = Vj cos?(kpz). The
mode function of the cavity can be approximated by a standing wave g(x) =
go cos(k.x), for a cavity in the x-direction. The perpendicular driving of the
atoms along the y- direction can also be assumed to be a standing wave with
h(x) = hg cos(k,y). Assuming that the 1D lattice is centered at y = 0, h(z)
reduces to a simple constant, uniformly driving the whole lattice. Since we
are interested in the dynamics, the resulting constant shift due to h?(z) can
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be omitted.
The resulting one-particle Hamiltonian can then be written as

2
Y = + Vi cos® (k) — I(A. — Up)a'a + ihogo cos(kex)(a +a'),

eff = om A,
(2.16)

where we have defined Uy = g2/A,.

Using this simplified Hamiltonian we go back to the many-body formal-
ism. For that we expand the ground state field operators into maximally
localized single atom Wannier functions [30]

Wy(x) = D0 boswn(r — z1), (2.17)

where b, 5 corresponds to the annihilation of a particle in the n-th energy
band at site k. Assuming only small energies we can restrict the Wannier
functions to the lowest energy band n = 0 and therefore write ¥ (z) =
> brw(x — xy). Using this expansion we also restore the particle-particle
interaction as

Uijri = 47rasﬁ2/mfda:w(x —z)w(r — zj)w(z —zp)w(e — ),  (2.18)

We can omit the off-site terms of the nonlinear interaction matrix elements
since they are typically two orders of magnitude smaller than the on-site
clements [37] and (2.18) reduces to U = 4wa,h?®/m {dz jw(x)|*. The many-
body Hamiltonian now takes the Bose-Hubbard type form

H =" Joublby — (A — Uy Y bl b,)ala

. U
+ 1) bl ba(a + a') + 3 D b bi(bibe — 1), (2.19)
k

m,n

where we have defined the m to n site hopping element and pump-strength
as

2
I = Jdmw(:p — a:m)( — ;—mVQ + Vi cos2(ka))w(x — ) (2.20)

Jmm = Jdazw(x — Ty cos(kex)w(x — xy,). (2.21)
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Simplifying further, we use the tight-binding approximation [23] and hence
ignore the next-nearest-neighbor terms. We also neglect the on site hopping
terms, considering that they only amount to additive constants. By taking
a closer look at jmn one realizes that these change signs periodically due to
the cos- function, i.e., jnn = —jn+1,n+1, and furthermore this also accounts
for jk,k-‘rl =0.

Finally we neglect the U, atom-photon back action to reduce the com-
plexity of our model. We now end up with the basic Hamiltonian that will
describe all the dynamics we are interested in. Using the number operator
ng = b;bk one can finally define

U -
H =7 (bjbes1 + hc) + o) (g — 1) — hdata + (a + ') Y. Ty
k k k

(2.22)

2.1.2 Four sites - two Modes - model

~

Figure 2.2: Visualization of the model with two particles, restricted to four
lattice sites and two cavity modes, described by the mode operators M; and
M, (see text below).

Having derived the general Hamiltonian (2.22) we need to further simplify
the model, to the point where we can solve it at least numerically. First of all,
we will restrict the lattice to four sites, i.e., the summation over the site index
will reduce to k € {1,2,3,4}. Due to the periodic structure all sites are equiv-
alent. It is sufficient for investigating the behavior and also is a necessary
simplification for simulations. Also we impose periodic boundary conditions,

11



which means that particles in the most left potential well can jump to the
most right one and vice versa. The associated particle Hamiltonians are

Hyn = J Y (Bfbesr + hec),

kpBC

U
Uint = E;nk(nk - 1),

where k € {1,2,3,4} and kppc denotes the periodic boundary conditions.
For introducing just enough complexity into our model we include a sec-
ond field mode into our system. As we will see later this is already complex
enough so that quantum effects play a vital role.
This can be done without going through the calculations above. Looking at
the last term in (2.22) we can generalize this concept. Considering that the
atoms are confined to the four lattice sites due to an additional potential
V;, and that there is no scattering of photons between the two field modes,
i.e., big enough frequency spacing between the modes, we can introduce m
modes simply by modifying > >, jkjmﬁk(am + al)), where a;, will annihi-
late a photon in the m-th mode and j;“m is the mode specific interaction
strength. Note that adding a mode in our model, physically implies adding
a pump laser with a mode specific detuning AT = w;’ — w;", inducing the
scattering into the specific mode. For our purpose we will use two different
modes, where one has twice the wave length of the other. Incorporating this
we rewrite the interaction term as

Hint = j(Ml(al + CLD + M2(a2 + ag)), (2.23)

and introduce the effective mode scattering operators M 1 = (—ny+ng—n3+
n4) and My = (+n1 + ny — N3 — ny). The periodicity of the modes is now
described by the mode-operators and the pump-strength .J, where we have
absorbed the sign of the mode-functions into M, and M,. A visualization is
shown in figure 2.2. In course of this theses we will often talk of potential
wells instead of lattice sites, as it is a more visual description of the physics
behind the model. The interaction strength .J is now a constant factor equal
for all modes and lattice sites. Also the radiation Hamiltonian has to be
modified to incorporate different modes and pump lasers. By dropping the ¢
subscript in A" and assuming equal detuning of the two modes we can write
it as

Hyoq = —A(alay + alay). (2.24)

12



Keeping in mind that A here is the cavity-pump detuning, we can make sure
that the detuning of both modes are equal by adjusting the pump frequencies
w; and wz. The full Hamiltonian finally reads

U
H=J ) (bjbrs1 + hc) + Ezk:nk(nk —1)

kppc

— A(alay + abay) + j(Ml(al +al) 4+ My(ay + ag)). (2.25)

2.1.3 Master equation

In general we should also take into account two forms of dissipation, the
loss of photons through the cavity mirrors and the spontaneous emission of
photons. The latter will scale by OCA%QL and will be suppressed by a large atom-
pump detuning A,, hence we will neglect it. We still have to incorporate the
cavity loss . This is usually done in the master equation formalism, which
tells us the evolution of the atom-field density matrix by

?

= S, ]+ £lp]. (2.26)
Llp] = }: KWKQGmPaL'_akamp'_pakam)v (2.27)
me{1,2}

where the Liouvillean £ is a standard quantum optics approach to modeling
the dissipation [9]. The density operator is in our case given by the composite
fock spaces of the lattice sites and the two photon modes p = [1) (1| with

|1/)> = |n1, ng, N3, n4>A @ |n1, n2>ph-

2.1.4 Adiabatic and semi-classical description

From (2.23) and (2.24) we can calculate the Heisenberg equations for the

field operators d, = £ [Hraqg + Hint, am) to be

(o = 1y — 1T My — K. (2.28)

The dissipation of photons through the cavity mirror with rate k,, is ac-
counted for. To construct an effective particle Hamiltonian, it is possible
to adiabatically eliminate the cavity fields (2.28). This is valid if the field
dynamics, governed by k,, and A, are of a faster time scale than the atomic

13



tunneling processes, i.e., J/h « |A + ik|. This means that relative to the
time scale of the atomic motion, the fields will always be in a steady state.
Therefore we formally set a,, = 0 and solve for a,,, leaving us with

an = — _pp. (2.29)

Feeding this back into (2.23) and (2.24), the atom-light interaction is de-
scribed by an effective interaction of the particles, in the coherent regime
|A » k|. The effective Hamiltonian then reads

H = Htun + Uint + Had7 (23())
Ajz ~ 2 ~ 2
Had - m(Ml + M2) (231)

Instead of considering the full quantum fields, we can further approximate
the dynamics and assume classical fields a,,(t) for the two modes, which
amounts to a factorized atom-field state. This is done by replacing the field
operators by their expectation values (a,,) = a,,(t) € C in (2.23) and (2.24),
where

() = ﬁ<Mm>. (2.32)

The (M,,) here denotes the expectation value of the mode operators. We
finally get a new approximative semi classical Hamiltonian, where the fields
are represented simply by complex numbers
sc AJ? N O A\2 Y2y T2

Haq = 2L A2 (2M (M) — ML) + 2Mo( Moy — T(M5)?). (2.33)
The I denotes the identity operator and has dimension of the particle Hilbert
space. We will be considering two particles within our four lattice sites, i.e.
half filling. Accordingly, for four wells, defined as Fock-states with occu-
pation numbers {0, 1,2}, to allow for at most two particle occupations, the
dimension of the space is 3* = 81. Comparing (2.33) and (2.30) the big dif-
ference is in the quadrature of the mode operators. In the semi-classical case
the fluctuations are of first order around the mean of Ml and Mg. This has
the effect that while for the adiabatic Hamiltonian, effective particle-particle
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entanglement introduced by the light fields are included, in the semi-classical
model there can be no entanglement. As classical fields can not be in su-
perposition states. To solve the Schréodinger equation for the semi-classical
model, one has to evaluate the expectation values of the mode operators
self-consistently for each timestep.

2.2 Quantum annealing

In this chapter we will introduce the main concepts of quantum annealing
[28]. Its primary perspective is to find the global minimum of a given cost
function by using quantum degrees of freedom. The promise of using quan-
tum annealing is to achieve a significant speed up over classical heuristic
optimization tools. Whether or not this is actually the case is still open to
debate [21]. Nonetheless has there been serious technological progress in the
industry as in research (e.g. D-Wave [25]). In the following we will first in-
troduce the optimization problems that quantum annealing tries to address.
Further we will give a mathematical interpretation with the adiabatic ap-
proximation. And finally we will apply the scheme to our model introduced
in section 2.1.1.

2.2.1 Optimization problems

The prime application of quantum annealing is to solve classical combinato-
rial optimization problems. They involve finding optimal solutions to objec-
tive functions from a finite and discrete set of feasible solutions. Although,
those problem can also be approached without quantum technology, many
of those problems are NP-hard or NP-complete and hard to tackle by clas-
sical algorithms. Typical examples for classical combinatorial optimization
problem are the traveling salesman [26] or the knapsack problem. Granting,
solving the former examples with quantum speed up would be an valuable
advancement, there are more physical and scientific issues where quantum
annealing could be a useful tool. A few examples are quantum chemistry
[5], machine learning [34] or protein folding [38]. This is where quantum an-
nealing comes in and offers the promise of faster and more optimal solutions.
Although, a general speed up over classical algorithms is not clear, there are
examples where quantum annealing seems promising (e.g., [1]). In contrast
to simulated annealing, or other cost function minimization procedures like
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variations of Monte Carlo simulation, the idea behind quantum annealing is
to use quantum tunneling processes to make the search for a global minimum
more efficient [28].

To use the idea of quantum annealing for general optimization problems
of a given species, we need a generic procedure of translating the classical
system into a quantum system. A well known and used example is the
mapping onto a Ising spin glass system [16]. Many of those problems can
be expressed in terms of binary variables {0,1} and two local interactions
[35]. They are called quadratic unconstrained binary optimization problems
(QUBO) [21] with a cost function of the form

H = Z JijSiSj + Z C;S;. (234)
ij i

The optimization problem is fully described by the coefficients J;; and ¢;. For
higher order interactions, the system can be reduced to a quadratic structure
with the help of auxiliary variables. QUBOs are very convenient as they can
be mapped onto the classical Ising Model

Hge = —ZJijUfU; +Zhi‘7§a (2.35)

ij

with the classical variable 07 = +1. Promoting these to quantum spin opera-
tors, the solution to the optimization problem will be encoded in the ground
state of the system. Now, choosing an initial state which is easily prepared
and adiabatically switching on Hgg, the state will remain in the ground state
and assume approximately the solution, according to the adiabatic approx-
imation (2.2.2). An obvious choice for the initial Hamiltonian for example
would be Hy = —ho ), 07, as its ground state prepares the system in an
superposition of all possible states in the computational basis of Hgg.

In analogy to this we are considering a very similar set up. Looking at the
Hamiltonian (2.25) the initial state will be due to the tunneling part Hy,,,
which will prepare a superposition of all lattice sites, much in the same way
as Hy does for the Ising model. The optimization problem will then be given
by the interaction term H;,;, where the energy landscape is given by the
competing mode functions. The implementation of the quantum annealing
procedure into the given model will be done more carefully in section 2.2.3.
In the next section we will introduce the basis for the adiabatic optimization.
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2.2.2 Adiabatic approximation

E

W
! A’ruin

Figure 2.3: Illustrative example of the energy spectrum as a function of time.
Shown is the ground state energy FEy(t) in orange with the characteristic

minimal energy gap A,.;,. The blue lines correspond to the higher energy
levels E,(t).

An important starting point in the discussion of the quantum annealing
is the adiabatic approximation [8]. It states as follows: A quantum system
prepared in an eigenstate |V, (0)) of a time-dependent Hamiltonian H(t),
evolving according to the Schrodinger equation

zw — H()|T(t)), (2.36)

will stay approximately in the instantaneous eigenstate |W,,(t)) of H(t), given
that the Hamiltonian changes "sufficiently slow”. In practice one will often
use the ground state |Wy(t)).

This basic idea has been proven in more rigorous forms as the adiabatic
theorem. In the following we will introduce one of the most common and
simplest forms of the approximation [17]. Even though it has been criticized
[36] as not being sufficient and rigorous proofs of the theorem are available
(e.g.,[29]), the qualitative statement of the approximation stays the same and
will be sufficient for our discussion.

Let |¥,,(t)) be the instantaneous eigenstate of an Hamiltonian H (), with
energy F,(t) and n € {0,1,2,...} denoting the energy levels. The spectrum
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is such that E,(t) < E,1(t) Vn,t, n = 0 being the ground state and obeying
H(t)|V,(t)) = E,(t)|V,(t)). Assuming that the initial state is prepared
in any eigenstate |V, (0)), the system will stay close to the instantaneous
eigenstate |V, (t)) for all ¢t € [0,%], with ¢; being the final time, under the
condition that

v, |0.H |V,
max < |EL51 E|m|2 et vnem (2.37)
Counterexamples, where the adiabatic condition (2.37) does not hold are well
known [36]. One example is the case when the Hamiltonian is subject to a
time-dependent parameter whose time-scale is faster than the time-scale of
the the internal energy-scale. This can lead to oscillations in the eigenstate
population even if (2.37) is fulfilled.

This problematic behavior can be circumvented by considering Hamilto-
nians whose time-dependence is parameterized by a single variable s = t/t;
where s € [0,1]. The situation where the Hamiltonian can be written depen-
dent on this parameter H(t) = H'(s) is used in most theoretical works on
quantum annealing. It is useful then to write it as an interpolation of two
different Hamiltonians which do not commute,

H'(s) = A(s) Ho + B(s) H, (2.38)

a starting Hamiltonian H, and a problem one H;, where the solution to
the optimization problem is encoded in the ground state of H;. The factor
A(s) and B(s) can be chosen to be monotonically decreasing and increasing,
respectively.

In most cases one is only interested in the ground state. Introducing
A1 o(s) = E1(s) — Ey(s) as the energy gap between ground state and the first
excited state and dropping the prime in H'(s), the adiabatic approximation
can be redefined in terms of s and takes the form

e LI AHE) Wo(sD |, 2
s€[0,1] Ay o(s)?
Defining the minimum of the energy gap as A, = ming A;(s), the adi-
abatic transition time ¢; is often analyzed in terms of the minimal squared
inverse energy gap 1/A2,. . An illustrative energy spectrum fulfilling this
condition is shown in figure 2.3. As mentioned, more rigorous conditions can
be derived in form of adiabatic theorems (e.g., by Kato [29]), but are not of
utter importance for our discussion, since the efficiency analysis is not the

main goal of this thesis.
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2.2.3 Applying quantum annealing to the model

Let us now apply the discussion from the previous section to our physical
model derived in chapter 2.1.1. We need to apply the interpolation scheme
H(s) = A(s) Hy + B(s) Hy to our model Hamiltonian (2.25). For that we
need to identify the initial Hamiltonian Hy and the problem Hamiltonian H;.
As initial condition we want our particles to sit in an optical lattice inside the
cavity without coupling to the pump laser. Therefore they will be subject
to tunneling Hy,, and on-site interaction U,,. We also add the radiation
Hamiltonian (2.24) since this will have no effect in the beginning, as there
are no photons present. Therefore we define Hy = Hyyy + Hyag + Uine. The
problem Hamiltonian is therefore the remaining interaction part H; = H;,;.
This means that the optimization physically amounts to the ordering of the
particle due to the mode-functions, formally determined by M, and M.
Finally the time-dependent coefficients A(s) and B(s) need to be de-
termined in a suitable way. Omne popular choice is to set A(s) = 1 and
B(s) = s = t/ty. This comes very natural to our choice of initial and
final Hamiltonian. Tunneling and particle-particle interactions are there-
fore independent of time and will not change, which seems reasonable for
a experimental setup, where the controlled variation of these parts would
be rather complicated. We also want the detuning A to be constant dur-
ing the adiabatic scheme and applying the time-dependence to H,,q would
physically translate to a change in the pump laser frequency. In contrast to
that, a time-dependence in the interaction Hamiltonian would represent a
controlled increase in the laser-field intensity which is feasible in laboratory
conditions. To indicate this we absorb s = % into the interaction parameter

as J(s) = % J € [0,.J]. We now have the model setup for our quantum
annealing protocol

U
H(s)=J Z (Dlbgr1 + hoc.) — Aalay + ajay) + E;nk(nk - 1)

kppc

+ J(s) (Mi(ar + al) + Ma(ag + a})). (2.40)

With the current choice of parameters and our mode functions, the ground
state of Hyy = J (Ml(al + ai) + MQ(ag + ag)) is degenerate. The two
solutions for the ground state correspond to two possibilities per mode. For
M; the two degenerate ground states are fixed by (i) = (fg) = 1 and
{(nyy = {(nyy = 1, i.e. each particle at one site, determined by the signs
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in the mode operator. Equivalently the ground states of M, are fixed by
{(nyy = {ngy = 1 and {(nz) = {nyy = 1. To incorporate a single solution we
have to modify the mode-functions in a way that the energy levels are split
into a single ground state and arbitrary excited states with an energy gap.
This can be done by artificially changing the depth of one potential well.
Integrating an additional depth factor V' the mode operators are adjusted as

My = (=i + g — Vitg + 1), (2.41)
My = (+7y + Ny — Vg — fy). (2.42)

With V' > 1 we lift the degeneracy in the ground state of the energyspectrum
and design a single solution corresponding to a two particle state for the third
lattice site. The system evolves according to the Schrodinger equation (2.36)
from an initial state, chosen as the ground state of H(0) = Hyyp + Uit + Hyad,
by an adiabatic evolution into the ground state of the full Hamiltonian. The
evolution time will then be fully determined by the value of ¢¢, this means
that for higher values the system will take longer to evolve and therefore
undergo a slower evolution.

The initial state will be the ground state of the BM-Hamiltonian H(0) =
Hyn + Uiy + Hpqq and can be easily numerically computed. Analytically
the initial state is a tensor product of the particle and photon ground state
1W0(0))articte © [P0(0))photons- For the photon part it is clear that the initial
state subject to H,,4 is the 0-photon Fock state for both modes |\IJO(O)>phOtonS =
|0; 0>ph. For the particles it is not as obvious. The ground state of Hy,, is
the superfluid state

1 = b; N
|SF>_\/_N(];\/_5) lvac), (2.43)

with NV being the number of particles, n the number of sites and |vac) be-
ing the vacuum state with no particles. However, the real ground state of
the system will be different due to the on-site interaction U;,;. The parti-
cle repulsion will disturb the superfluid state, where the particles are in a
superposition of the well occupation, towards a Mott-insulator state, where
a definite position of the particles is known. This phase transition is well
known in the studies of the Bose-Hubbard model [33]. Although, an analyt-
ical computation of the full ground state is fairly complicated, the distortion
of the superfluid state due to U will be discussed in section 3.1.2 and turns
out to be rather small.
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2.3 Self-organization in optical systems

An important phenomenon appearing for ultracold atoms inside optical cav-
ities is self-organization. As self organization one understands the structured
arrangement of the particles from an unorganized setup, as a result of intrin-
sic interactions. In the context of ultracold atoms this leads to the formation
of a periodic lattice from a chaotic quantum gas [40]. Considering the direct
pumping of atoms, light gets scattered coherently from the atoms into the
cavity fields. These fields interfere with the pump laser and induce collective
interactions between the atoms. This interaction creates a force, influencing
the motion of the atoms, which again influence the fields. An effective atom-
atom interaction is created mediated by the cavity photons. This dynamical
behavior of the whole system then leads to a crystallized organization of the
particles above a laser threshold [4], where the stabilizing effects of thermal
fluctuations are overcome.

Let us assume that we have a high-Q optical cavity and the scattered
light generates a standing wave inside the cavity. We can approximate the
mode-function by a sinusoidal sin(kx) with a wavelength A and a wave num-
ber k = 2w /). By transversal pumping of the atoms, the laser field creates
an optical potential, which will create a dipole force on the atoms. In case of
red detuning AOQ of the laser, the atoms will move into the region of high in-
tensity, i.e., the antinodes of the standing wave [14]. As the periodicity of the
sinus antinodes is A/2, the scattered light from atoms distanced by A/2 will
destructively interfere. But as it turns out, the particles will occupy spaces
separated by A to maximize the scattered light thorough constructive inter-
ference, also called super-radiance [13]. This will lead to the characteristic
even-/ odd- site occupation of the crystallized atoms.
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Chapter 3

Simulations and Results

3.1 Analysis of the full quantum dynamics

In the following sections we will give an in depth analysis of the most im-
portant features of the chosen model, with respect to the quantum annealing
procedure. Hence, we will start with a discussion of the energy spectrum,
the minimum gap and its dependence on the additional well depth V. Af-
terwards there will be a general discussion about the chosen parameters and
their effect on the system, especially on the numerical cut-off. Finally we
will look at the solution quality dependent on the simulation time and the
connection to the field-particle entanglement.

For all simulations the given parameters are either chosen in units of the re-
coil energy hw, = h % corresponding to the change of energy an atom with
mass m sustains, by absorbing or emitting a photon with wavevector k, or in
units of the recoil frequency w, itself. In the following sections we will mostly
omit this whenever we describe the parameter values, considering that for
the dynamics of our system only the relative values are of importance.

3.1.1 Energy spectrum

In this section we first investigate the energy spectrum of the full quantum
Hamiltonian (2.40). For this we numerically solve the eigenvalue problem
H(s) [¥n(s)) = En(s)|tn(s)) for a number of eigenvalues n with s € [0, 1],
and we plot them as a function of .J(s). Note that all of the numerical work in
this theses, is done by using the QuantumOptics.jl package [31] for the Julia
programming language. In figure 3.1 the lowest 10 eigenenergies are depicted.
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Figure 3.1: Energy-spectrum of the full quantum Hamiltonian (2.40) up to
the 10th eigenstate. Energies are plotted relative to the ground state as a
function of .J (s) with s € [0,1]. Minimum energy gap between ground and
first excited state is depicted with A,,;, =~ 0.1275. System parameters are

chosen to be: J =0.1,U =0.7,V =11, J2=5=A.

They are plotted relative to the ground state energy as E,,(s) — Ey(s), where
n denotes the excitation level. At this point one should mention that we need
to introduce a numerical approximation for the photon Fock state, to allow
for simulation. As the Hilbert space of a field mode (= harmonic oscillator)
has infinite dimension we would exactly represent it in a coherent state. We
need to work with finite matrices and therefore it is necessary to introduce
a photon state cut-off. This reduces the dimension of the Hilbert space
and makes numerical simulations feasible. We already mentioned in section
(2.1.4) that the dimension of the particle space is 3* = 81. For two modes,
the Hilbert space increases by a factor of (nc + 1)%, where nc is the photon
cut-off. Hence, we choose for most of our simulations a photon cut-off nc = 3
which reduces the full dimension of our system to 3% + 42 = 1296. The down
side is, of course, that this artificial limitation is not physical and hence we
loose the dynamics involving higher occupational states. The justification of
the chosen cut-off and further investigations will be done in section 3.1.2.
Coming back to the figure, the minimum energy gap between the ground
and first excited state is marked, as it is an important quantity. As it is
mandatory for quantum annealing, the model shows a distinct, non-degenerate
ground state with a energy gap to the first excited state. We can also explain
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the behavior of the lowest three excited states. If we set the extra shift of
one site V' = 0 in (2.41), there are four degenerate solution to H;y, two for
each mode. As we lower one potential well by V' > 1, we lift this degeneracy
and pick out one unique ground state. The fact that the lowest three excited
states converge is due to the fact that they are still degenerate, as we have 3
equal sites.

200 Energy gap towards first excited state
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Figure 3.2: First excited state energy for different well depth V. Energies
are plotted relative to the ground state as a function of .J (s) with s € [0, 1].
Opening of the energy gap and lifting of the degeneracy can be seen as V'
increases. System parameters are chosen to be: J = 0.1, U = 0.7, V €
[1.0,1.2], J2=5=A.

In particular we will look at the dependence of the first excited state
energy on V. This is done in figure 3.3. As one can easily see, for V' = 0 the
n = 1 state converges to the ground state. As the additional depth of the
third well gets increased an energy gap opens. The behavior of the minimum
gap can also be examined. According to the plot it opens for ever smaller
values of J as V increases. As the energies for different V do not change
until the minimum gap opens, we can deduce that the scale of the gap as
a function of V' follows the excited energy curve from right to left. This is
plotted in figure 3.3.
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Figure 3.3: Evolution of the minimum energy gap between ground and first
excited state as a function of the well depth V. System parameters: J = 0.1,
U=0.7,Vel[l0,12], J2=5=A

3.1.2 System parameters

Let us now take a closer look on the dynamics for different parameter values.
Let us first talk about the site-to-site hopping amplitude J. It accounts for
the particles probability to jump to neighboring lattice sites and corresponds
to the kinetic energy term in the Hamiltonian. In the course of the thesis
we will hold this parameter constant. This is reasonable for the following
arguments. First off, the specific value of the parameter is not of grave
importance. Only the relative magnitude in respect to the other system-
parameters is of significance. Therefore keeping J at a specific value, while
changing other constants, makes the investigation simpler without the loss of
generality. Further, the jumping of the atoms is important in the beginning,
as it allows the reordering of the system, but gets less influential as the
system evolves into the ground state of the full Hamiltonian. Accordingly,
choosing J as to fulfill the adiabatic condition (section 2.1.4) and being small
compared to J(s) for s = 1 (i.e., at the end of the sweep), is a reasonable
decision for all simulations that we will present. Hence, we set J = 0.1 hw,
which turns out to work well in our case.

The on-site particle-particle interaction is adjusted by the U parameter.
There are a few things to consider. We already mentioned in section 2.2.3
that U influences the particle ground state of our initial system. For no
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Figure 3.4: The fidelity of the initial Hamiltonian H(0) grounds state and
the ideal superfluid state as a function of the on-site interaction U.

on-site interaction we expect the particles to be in a maximally delocalized
superfluid state, according to the ground state of Hy,,. To see how strong
the perturbation of the superfluid state is, we can use the fidelity defined as

F(p,o) =Tr ( \/ﬁa\/ﬁ> , (3.1)

with /p = X, VA |)(¢|. Here p and o are two density operators, T'r
denotes the trace and the square root of the positive semi-definite operator
is given by the square root of the n eigenvalues given by the spectral theorem.
We can now check the fidelity of the ideal superfluid state with the actual
ground state of the initial Hamiltonian for a range of U parameter. Note
that at 7' = 0 the density matrices describe pure states. In figure 3.4 the
fidelity as a function of U € [0, 2] is depicted. One can see that the deviation
from the superfluid state is not particularly huge, with a fidelity of about
F =~ 0.9 for the highest on-site interaction strength considered. Especially,
for small U the initial state can be regarded as being in the superfluid state.

We already discussed the importance of the photon cut-off parameter nc
in the previous section. Let us further justify the chosen cut-off by looking at
the photon evolution and Fock state inside the cavity. If we want the finite
cut-off to be as physical reliable as possible, it is important that there is only
a negligible occupation of the highest Fock state considered. In our case of
nc = 3 we assumes that the probability of occupying the three photon state
|3) for both modes is small. Accordingly, also the cavity photon number
should be small. To achieve this one can consider the energy cost of adding
a single photon. This gets described by the radiation Hamiltonian H,.q =
—A(alay + alas). Considering a negative detuning A < 0 the cost of adding
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a photon in each mode is exactly A. A negative A corresponds to atom
cooling in the cavity optomechanics context [14] and high intensity seeking
atoms in self organization [37]. Therefore, increasing the value of A makes the
occupation of higher photon states less probable. But, to keep the intensity
high, with less photons available, we also have to increase the pump strength
J. The intensity growth proportional to ocJ? [40], hence we increase the
pump by J = v/A such that the two parameters are of the same order.
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Figure 3.5: Evolution of the cavity photon numbers for both modes. The
plots correspond to increasing parameters J = —A € {1,2,3,4,5} from left
to right.

In figure 3.5 the evolution of the photon numbers are depicted, as a func-
tion of J (s). Each plot corresponds to a different set of parameters, i.e.,
J? = —A € {1,2,3,4,5}. One can clearly see that by increasing the de-
tuning and pumping strength the expectation value of the photon number
shrinks by approximately the half. Hence, we can suppress the occupation
of high photon numbers by increasing the detuning and therefore reduce the
approximation of the photon cut-off. Also one can see that the distinct dy-
namics differ for the varying parameters. As the detuning and pump increase,
the photon number evolution changes from a s-like curve to a linear increase
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with an onset above a threshold. Furthermore, the threshold point, where
the sudden increase in photon growth sets in, moves to higher values of the
pumping strength.
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Figure 3.6: Photon state occupation probabilities at the end of the adiabatic
evolution for changing pump strength and detuning J2 = —A € {1,2,3,4,5},
from left to right. The upper and lower row correspond to the first and second
mode given by M; and MQ, respectively.

From plot 3.6 a further assessment about the physicality of the chosen
photon cut-off can be made. Here, the occupation probabilities for both
modes at the end of the adiabatic evolution is plotted for different detunings
and pumping strengths. By inspecting the first row one can clearly see that
there is a significant amount of occupation in the third state. This tells
us that the given state still plays an important role in the dynamics of the
system. It further suggests that also higher states are relevant with non
negligible population probabilities and therefore, the nc = 3 cut-off is a
substantial alteration of the dynamics. Examining the rows from left to
right, it is evident that the increase in A improves the approximation. For
the most right plot, the majority of population is in the vacuum state |0)
and only a minor occupation of the highest state is present. This further
suggests the insignificance of higher order states. We therefore assume that
the chosen cut-off is a good approximation and does not change the dynamic
too much for a big enough detuning. Note that we cannot use low enough
A, as some photons are needed to create interactions.
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3.1.3 Simulation time and entanglement

In this section we will take a closer look at the finding evolution time the
system needs, to achieve a high fidelity with respect to the correct solution.
The higher the fidelity the lower the number of runs to obtain the solution.
We already addressed the idea, that the system has to evolve sufficiently slow
to allow for an adiabatic following of the system to stay in the ground state
(see 2.2.2). Accordingly, we want to see how fast our optimization problem
can be solved with small errors. We perform the adiabatic sweep for different
simulation times, which is given by the choice of t;. Considering a range of
ts € [10,2000] we solve the Schrodinger equation for the Hamiltonian (2.40)
and compute the fidelity between the final state of the evolution and the
solution state. The correct final state is given by the lowest eigenstate of the
full Hamiltonian. Choosing J big enough such that at t = ¢ ¢ the eigenstate
is dominated by H;, and Hj introduces only a small perturbation, we can
assume that the lowest eigenstate of (2.40) is the correct solution to the
optimization problem.

For the definition of the fidelity, the target state |W,,) can either be
calculated directly by solving H (1) |¥o) = Ey |Vo) = Ep |Vse ) numerically,
or by defining the solution directly by the state containing two particles
on the third lattice site \%(@)2 |vacy. Looking at the fidelity between the
solution eigenstate and the defined state in the particle subsystem, one can
see that they agree very well, i.e. the ground state of the full Hamiltonian is
actually the state with two particles on the third lattice site ng.

In figure 3.7 the fidelity as a function of the simulation time ¢ is plotted.
For comparison we computed the same curve for the adiabatic Hamiltonian
(2.30). On this scale the two curves agree very well, although the adiabatic
Hamiltonian effectively incorporates photon loss through the cavity mirrors
by introducing x into the field Heisenberg equations. Therefore, it seems
that at the chosen rate of k = 1w, the effect of photon loss does not change
the dynamics significantly. Already for a t; = 200 a fidelity of F ~ 0.912
is achieved, which is enough for solving the optimization problem. That the
fidelity for very short times does not approach zero, is due to the fact that
the initial state of the system |¥y) has a nonzero overlap with the solution
and which grows immensely with each time-step.

For very long transition times the fidelity looks like it converges to a
maximum and a small distinction between the different Hamiltonians gets
visible. To better see these discrepancy we plot the negative logarithm of
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Figure 3.7: The fidelity between the final state after adiabatic evolution and
the desired target state, as a function of simulation time. The green curve
corresponds to the Hamiltonian with quantum fields (2.40) and the red one
to the adiabatic model (2.30).

the infidelity, which is defined as the deviation of the fidelity from one, i.e.,
(1 —F). Note that the minus sign is only for visual purposes. This is shown
in figure 3.8. Here the differences can be seen more clearly. Already at about
ty = 300 the fidelity for the adiabatic Hamiltonian flattens and stops to
improve. The accuracy of the full quantum Hamiltonian in contrast, improves
further and reaches its maximum around a simulation time of t; ~ 1300.
From then on, longer simulations reduce the fidelity, therefore there seems
to be an ideal simulation time which maximizes the fidelity.

In figure 3.9 the evolution of the state during the adiabatic sweep is
plotted. On the left side the expectation value of site occupation {(7;) is
plotted. Starting from a distribution according to the superfluid state the
occupation of the third site soon moves towards two particles. In the plot
on the right side the fidelity with respect to different states is plotted. Note
that although the fidelity for the final particle and mode subsystems increase
separately, at the end of the sweep they always seem to be very close. Also
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Figure 3.8: The negative logarithm of the infidelity between the final state
after adiabatic evolution and the desired target state, as a function of simu-
lation time. The green curve corresponds to the Hamiltonian with quantum
fields (2.40) and the red one to the adiabatic model (2.30).

the evolution of the previously defined state with two particles in the third
well is displayed and it can be seen that it is very close to the final particle
state for ¢t — ;.

As shown in Ref. [20], there is a connection between the entanglement
remaining at the end of the adiabatic sweep and the success probability. To
investigate the dynamics of entanglement in our system we will use the entan-
glement entropy. Considering two subsystems, A and B, the entanglement
entropy is given by the Von Neumann entropy of the reduced density matrix
pa = trpp, where the reduced density is achieved by a partial trace over a
subsystem. The Von Neumann entropy of the reduced state is then defined
as

Sa = —tr(palog(pa))- (32)

In this and later sections we will look at two specific features of the
entanglement. The maximum of the entanglement during one sweep and
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Figure 3.9: The state evolution of the full quantum Hamiltonian during one
adiabatic seep is displayed. On the left side the expectation values of the
lattice site occupations are plotted. The right plot shows the evolution of
the fidelity between the system, solution and initial state.
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Figure 3.10: The evolution of the entanglement entropy between modes and
particles is plotted. For different simulation times ¢; € {200,400, 1000}.
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the entanglement at the end of the evolution. Looking at figure 3.10 the
evolution of the entropy is plotted for three different simulation times t;.
As the maximum time grows there are two things happening. First off, the
entropy at the end of the simulation ¢ = ¢; shrinks and eventually goes to
zero. This seems already to be in agreement with the picture mentioned in
Ref. [21].

As we are solving a classical optimization problem, the system needs to
get rid of the entanglement such that the final field and particle states are
separable and the particles assume the correct classical state, characterizing
the solution. The second behavior we notice, is the build up of a single peak
of maximum entanglement during the sweep. For larger ¢; the maximum
entropy follows the entropy of the final state until it drops below a specific
peak, which will not reduce for higher evolution times. This peak is visible
for all tree simulation times plotted, as it does not change significantly in
height and reaches its maximum at similar evolution time. The maximum
entanglement during the sweep will hence be described by this peak, for a
long enough simulation time.

Von Neumann entanglement entropy Von Neumann entanglement entropy
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Figure 3.11: Maximum entanglement entropy during an adiabatic sweep
(dashed line) and the final entropy after the sweep (solid line) as a function
of simulation times. The left plot shows the same on a negative logarithmic
scale.

As a more systematic approach we can now look at the maximum and
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final entropy generated in one sweep as a function of the simulation time ¢
as we did for the fidelity. This is plotted in figure 3.11. As we can see, the
results follow the behavior that we described above. The orange dotted line
is the maximum entanglement. It is equal to the final entropy until we reach
a simulation time where the final entropy drops below its maximum. From
there it does not change significantly and keeps at a constant level. The
entanglement in the final state, however, sinks continuously towards zero.
This corresponds to a close to linear behavior in the negative logarithmic
plot on the right side. Comparing this to the fidelity plot in figure 3.7 and
3.8 it displays a very similar evolution. This suggests that the fidelity of an
adiabatic sweep depends on the ability to get rid of the entanglement for a
given simulation time.
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3.2 Semi-classical model and photon cut-off

In this final chapter we will discuss the most important results of this thesis.
In the first part the ability for the semi-classical model to find the correct so-
lution will be studied. In respect of this we will introduce the corresponding
"phase” diagram and its connection to the system entanglement. The sec-
ond part concerns somewhat interesting and unexpected behavior created by
using different photon cut-offs. Specifically the improvement in simulation
times for a lower cut-off.

3.2.1 Solution phase diagram and entanglement

Let us now discuss the success of the quantum annealing procedure for the
semi-classical Hamiltonian (2.33). In particular, we are interested in the
case where this model fails to produce the desired solution although the full
quantum model succeeds. By looking at the solution fidelity of the semi-
classical model for different parameters we find a very strong dependence
on the particle-particle parameter U. For larger interaction we can see a
sudden jump into a region, where the correct solution can not be identified
any more. Looking at this result in a naive way, one can come up with
a simple qualitative explanation. Since particle-particle interaction favors
systems where particles are separated, increasing U inhibits the particles to
occupy the same lattice site. The problem with this simple notion is that
looking at the energy spectrum of the system for not too high values of U, the
ground state is still the state with two particles occupying ns. Accordingly,
the adiabatic sweep using the full quantum Hamiltonian (2.40) finds the
correct solution also for higher U values. Continuing this naive reasoning
one can also deduce that the additional well depth V' should increase the
probability that two particle are found in the same well, directly competing
with U.

In figure 3.12 this behavior is shown in form of a phase diagram. We
plot the fidelity of the final state of the adiabatic sweep using (2.33) with
the correct solution state. This was done for a range of V' and U parameters
plotted on the y- and x- axis, respectively. One clearly sees that there are
three distinct sections. The green-yellow region with high fidelity, the blue
and the deep purple section.
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Figure 3.12: "Phase” diagram of the solution fidelity after an adiabatic sweep,
using the semi-classical Hamiltonian (2.33). The parameter on the y-axis is
the additional depth of the third potential well V' and the x-axis is dedicated
to the particle interaction strength U. Chosen parameters: ¢y = 1000, A =
-1, J=1kr=1

To analyze this we plot the evolution of the expectation values of the
site occupations 71,234} for each region in figure 3.13. The first section
in fig. 3.12 with high fidelity corresponds to the parameter range, where a
correct solution to the optimization problem can be found.,i.e., two particles
in well three, as seen in figure 3.13 (a). In the purple region the particles
organize according to the mode function M, with a particle in well one and
three (fig. 3.13 (c)). There is no probability of finding two particles in the
third well, hence a zero fidelity. The middle part with non zero but low
fidelity is somewhere in between. In this region there exists a probability of
finding the system in the correct solution state, but it is very low. Therefore
we do not consider it being successful, since most of the time we will get
the wrong solution (fig. 3.13 (b)). Note that the fidelity with respect to
the state that the system assumes in each region can be increased by using
a slower evolution, but importantly, the simulation time will not change
the structure of the diagram, i.e., the according sections will remain visible.
Most surprising in 3.12 is the clear jump from finding a solution to finding
no solution. There is no equivalent behavior in the "phase” diagram for the
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Figure 3.13: Evolution of the expectation values of the particle number oper-
ator n; for the semi-classical model. The subplots correspond to parameters
chosen from the (a) high fidelity - yellow region, (b) the blue region and (c)
the purple - low fidelity region.

full quantum Hamiltonian (2.40) depicted in figure 3.14. Notice, the different
scaling. The lowest points in figure (3.14) correspond to a fidelity of about
F = 0.99. Therefore, the adiabatic sweep of the full quantum Hamiltonian
succeeds to find the correct solution with high probability for the whole
region.

Motivated by the entanglement discussion from the previous section 3.1.3
we want to check the entanglement of the system for the parameters used in
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Figure 3.14: "Phase” diagram of the solution fidelity after an adiabatic sweep,
using the full quantum Hamiltonian (2.40). The parameter on the y-axis is
the additional depth of the third potential well V' and the x-axis is dedicated
to the particle interaction strength U. Chosen parameters: t; = 500, A =

—5, J = /5.

the "phase” diagram. For that we create a figure with the same parameters,
but instead of the fidelity we plot the maximum entanglement created be-
tween the modes and the particles during one sweep. In figure 3.15 the plot
of the entanglement is presented together with the "phase” diagram of the
semi-classical system, for comparison.

Studying the plots side by side, there seems to be a correlation between
regions of high maximum entanglement and low fidelity. Especially in the
right lower corner where the fidelity is close to zero we can observe a peak in
the entanglement, which continues along the x-axis and reduces in intensity.
One can faintly see a similar triangular behavior of the high entanglement
region. Accordingly, the regions of high fidelity are accompanied by a region
of low entropy, which vaguely assumes the same structure. Granted that
one can easily exaggerate the similarities, especially in the high fidelity - low
entropy regions, and that the boundaries are not as clear cut, the indication of
a direct connection between entanglement and the success probability for the
semi-classical model is convincing enough. Furthermore, as we have discussed
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Figure 3.15: "Phase” diagram of (a) the maximum entanglement created
during an adiabatic evolution using the full quantum Hamiltonian (2.40) and
(b) the fidelity using the semi-classical model (see fig. 3.12). The parameter
on the y-axis is the additional depth of the third potential well V' and the
x-axis is dedicated to the particle interaction strength U. Chosen parameters
for plot (a): ty = 500, A = —5, J =+/5.

previously, the approximation of classical fields is removing the ability of
creating entangled particle-mode states. Hence, it is not surprising that the
discrepancy between the success probabilities for the full quantum model and
the semi-classical model is connected to the state entanglement. Interestingly,
we can also see a clear correspondence between the entanglement peak and
the reduced fidelity in the lower right corner of figure 3.14. Although, being
very weak, the maximum entanglement seems to have an effect on the solution
fidelity of full quantum system.
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3.2.2 Photon cut-off comparison

Finally, let us compare the influence of the simulation time on the success
probability for different photon cut-offs nc. We already mentioned the sig-
nificance of the photon cut-off in section 3.1.2. There we argued that nc = 3
is an acceptable choice, reducing the numerical complexity and incorporat-
ing enough photon states to sufficiently describe the physical system. As it
turns out, not every aspect of the system behaves as anticipated. Hence, we
will expand the discussion and also take a closer look at lower cut-offs which
reduces the quality of the numerical solution of the Schrodinger equation.
Following the same arguments as before, we plot the final state occupation
for cut-offs nc € {1,2,3}, from left to right, in figure 3.16. It is sufficient to
look at one mode, since the second does not differ significantly.

Mode 1,]=V5, A=-5 Mode 1,J=v5, A=-5 Mode 1,7J=v5, A=-5
0.5 1
0.6 1 0.4
< 041 = 037 =
& & 02 T
0.2 1
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0 1 0 1
n
(a) ne=1 (b) nc=2

Figure 3.16: Photon state occupation for one mode at the end of the adiabatic
evolution. The plots correspond to different cut-offs: (a) nc =1, (b) nc =2
and (c) nc = 3.

Looking at the plots it becomes clearer, how strong the approximation is.
Comparing the plot on the most left (nc = 1) and in the middle (nc = 2),
one can see the strong effect of cutting of the n = 2 state. In respect to the
occupation of the lower states, a probability for occupying the two photon
state of about P(n = 2) ~ 0.1 is not insignificant. Therefore, a higher photon
cut-off is desirable for faithfully simulating real world physical systems. One
could then assume, that more realistic parameters are favorable in simulated
quantum annealing. Surprisingly, this is not always what we found in our
model. By comparing the efficiency of the system to find the correct ground
state, for the chosen cut-offs, a clear advantage for lower cut-offs can be seen.
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In figure 3.17 (a) the fidelity between final state of the adiabatic evolution
and the correct solution state is plotted as a function of simulation time ¢
and in (b) the negative logarithm of the infidelity is shown.
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Figure 3.17: (a) Fidelity between final state of the adiabatic evolution and
the solution state as a function of simulation time ¢;. The curves correspond
to the different photon cut-offs (blue, yellow, green) and the adiabatic Hamil-
tonian (red). In (b) the same results are shown as the negative logarithm of
the infidelity.

In the plot on the left side one can clearly see that the blue line, cor-
responding to nc = 1 cut-off, has success advantage for short simulation
times. The yellow and green curves with higher cut-offs and the red one,
using the adiabatic Hamiltonian (2.30), seem to be roughly equivalent. A
clearer picture develops by looking at the infidelity in logarithmic scale, on
the right side. While for short simulation times the same behavior is appar-
ent, with nc = 1 having the most improvement and nc = 2 being slightly
better than nc = 3, other interesting features appear for longer times. Focus-
ing on the full quantum curves (blue, yellow and green) one can see that at
about t; ~ 800 the order changes. As the curve for the nc = 1 cut-off seems
to reach a steady state, the yellow and green lines further improve, with the
nc = 3 cut-off reaching its maximum at about ¢y ~ 1300. This suggests,
that considering the full quantum system and achieving an improvement on
account, of this, gets more relevant for longer simulation time, representing
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a slower evolution but higher final fidelity. The equivalent behavior can be
seen when looking at the entanglement entropy in figure 3.18. In the left
plot (a) we show the Von Neumann entropy of the reduced mode state as a
function of simulation time for different cut-offs. Both, the final (solid line)
and the maximum entanglement (dashed line) are shown. The right plot (b)
shows the same on a negative logarithmic scale.
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Figure 3.18: (a) Entanglement entropy of the reduced mode sub-system as a
function of simulation time ¢¢. Solid lines are the final entanglement of the
evolution and dashed lines are the maximum entanglement generated. The
curves correspond to the different photon cut-offs (blue, yellow, green). In
(b) the same results are shown on a negative logarithmic scale.

We already discussed in section 3.1.3 that the entanglement at the end
of an adiabatic evolution correlates with the ability to find a good solution.
In figure 3.18 (a) we can see the same behavior for different photon cut-offs.
Just as the fidelity for the nc = 1 cut-off increases the most, the entanglement
reduces faster than for the other cut-offs. Also the maximum entanglement
converges at a lower value. Furthermore, the curves for nc = 2 and nc = 3 are
roughly equal, with the lower cut-off being slightly better. This is equivalent
to the behavior of the fidelity in figure 3.17 (a). The logarithmic plot on the
right side (b) reproduces the identical behavior for long simulation times.
There, the lowest cut-off nc = 1 reaches a steady state and the highest cut-
off nc = 3 reduces the entanglement the most.
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Therefore, we again observe the indication that the final entanglement
strongly correlates to the success probability, also predicting the improve-
ments in efficiency for lower cut-offs. The same is true for the regime of long
simulation times, where the more realistic cut-off can improve the quality of
the solution. One can speculate that this effect might be more relevant as
the system gets more complex, achieving an improvement for bigger quantum
systems.
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Chapter 4

Conclusions and outlook

In this thesis we have investigated the optimization technique, known as
quantum annealing, for a specific Bose-Hubbard type model inside a cavity
that we introduced, and compared the behavior of the full quantum model
to the semi-classical approach for the cavity fields. We started by deriving
a general Bose-Hubbard type cavity Hamiltonian, starting from the James
Cummings model. We then applied the needed modifications to arrive at
our toy model. Specifically, we assumed two atoms in a cavity, confined to
an optical lattice by an external trapping potential. The atoms are then
pumped directly by two transverse laser beams, scattering photons into two
distinct cavity modes, generation interaction potentials. Due to periodicity
we reduced the one-dimensional lattice to four lattice cites with periodic
boundary conditions. We further derived the equation of an effective particle
Hamiltonian by adiabatically eliminating the cavity fields. Assuming classical
fields and replacing the corresponding operators by complex numbers, we
construct a semi-classical Hamiltonian for our system. In the next sections we
introduce the concept of quantum annealing. This is done by first considering
the problems that are tackled by this method and then by explaining the
basic process and its legitimization in form of the adiabatic approximation.
We finally apply this model to our system and introduce a additional depth
parameter for one lattice site, to lift the degeneracy in the ground state.
We proceed by giving an analysis of the full quantum model. This starts
with a closer look at the energy spectrum of the system, evolving in time.
We then investigate the dependence on the system parameter and briefly
discuss the photon cut-off which reduces the state space to make simulations
feasible. Further we look at the simulation times and connection to the
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system entanglement. We find that the absence of entanglement entropy in
the final state of the evolution is critical for a high success probability. In the
last section we start by focusing on the semi-classical model of the system and
its success ability. For that matter we present a phase diagram, dependent
on the particle interaction and the additional depth parameter, which shows
the region where the semi-classical model can successfully find the correct
solution. Surprisingly, this is characterized by clear cut regions. In contrast
to that, the full quantum model does not show this dependence. In the
following we argue that these regions of no success are due to the maximum
entanglement that is generated during the evolution. This is done on the basis
of phase-diagram showing that the maximum entanglement peaks in these
specific regions and is minimal in the successful region. We finally compare
the effect of different photon cut-offs nc, where we restrict the discussion to
nc € {1,2,3}. Although, we argue that a higher cut-off leads to a more
accurate solution of the Schrodinger equation, we observe, to our surprise,
that a lower cut-off in the photon modes, allows for a higher fidelity between
the sought for solution and the final evolution state. However, we see that
this is more accurate for short evolution times only but not for long ones.
There we can see an improvement by using a higher photon cut-off. Again,
we can see a clear correlation between the final state entanglement entropy
and the fidelity. Therefore, we argue that the improvement in fidelity is due
to a faster decrease in the entanglement.

In essence we present a system where a clear advantage of the full quan-
tum simulation over the semi-classical counterpart can be seen. Also we
show evidence that there is a connection between maximum entanglement
and the ability to find a solution by classical means. We further show a
strong correlation between the solution fidelity and absence of entanglement
in the final state of the evolution and can extend this argument to show that
small photon cut-offs can produce better results for short simulation times.
Of course, there is a lot of work which still needs to be done, to further argue
for an advantage of quantum annealing and simulation in general. A deeper
investigation into the entanglement of the system and its role in finding a
solution is of essence. Solving the Heisenberg equations of the system oper-
ators, using a cumulant expansion, could be a promising method to uncover
the entanglement dynamics. Also, an open quantum system approach with
photon decay through the cavity mirrors should be considered and further
studied.
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Chapter 5

Appendix

5.1 Program example

Here we include a Julia code example for calculating the time evolution,
energy spectrum and finally the fidelity and entanglement as a function of
simulation time. We used the quantum optics toolbox QuantumOptics.jl [31]
version 0.8.2 and Julia version 1.5.1.

Definitions. In the following we first introduce all the needed definitions.

using QuantumOptics # quantum optics toolbox
using PyPlot # Plot generation
using LinearAlgebra # linear algebra functions

# System setup / Hilbertspace dimensions

N=2; # particle number / Well Fock space
nc=1; # photon cutoff / Photon Fock space
dim=(N+1)"4*(nc+1)"2 # Full dimension of model

# Physical parameters

K=1. # cavity loss rate

A=-1*K *5 # laser-cavity detuning

U=0.7*K # particle-particle on site interaction
J=0.1*K # hopping strength

J=1*k* sqrt(5) # pump strength
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v=1.1 # pertubation of 3rd well

#Particle and Photon basis

# 4 potential wells, 2 modes, Periodic boundary conditions 1-2-3-4-1
# 1. mode - + - +

# 2. mode + + - -

basisp=FockBasis(N); basispN=basisp™4;
basisf=FockBasis(nc); basisfnc=basisf"2;
basisPF=basispNebasisfnc;

# cavity field operators

a(n) = embed(basisPF,n+4,destroy(basisf));
ad(n)=dagger(a(n));

nph(n)=ad(n)*a(n);

# Particle creation and annihilator operators

b=Any[];

[push!(b,embed(basisPF,i,destroy(basisp))) for i in 1:4]
bd=dagger. (b);

n=[bd[i]*b[i] for i in 1:4];

# Tunnel Hamiltonian - Jump Operator
j op=(b[1]1*bd[2]+b[2]*bd[3]+b[3]*bd[4]+b[4]*bd[1] +
dagger(b[1]*bd[2]+b[2]1*bd[3]+b[3]1*bd[4]+b[4]*bd[1]));

# System Mode Operators
Ml=(-n[1] + n[2] - V * n[3] + n[4]) # - + - +
M2=( n[1] + n[2] - V * n[3] - n[4]) # + + - -

# Adiabatic eliminated field operators
al=-1im*J /(k-1im*A)*M1; nl=dagger(al)*al
a2=-1im*J /(k-1im*A)*M2; n2=dagger(a2) *a2

# System Hamiltonians
H tun = J * j op; # Tunneling Hamiltonian

H rad = -A*(ad(1l)*a(l)+ad(2)*a(2)); # Cavity field Hamiltonian
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U int = U/2 * (sum(n.”2-n)); # On-site interaction Hamiltonian
H int = J*(M1*(a(l)+ad(1))+M2*(a(2)+ad(2))) # Field - particle interaction Hamiltonian
H ad=A/(k"2+A"2)*(M1"2+M2"2) # Adiabatic eliminated Hamiltonian

# Semi- classical Hamiltonian

H ad cl(t,psi)=A/(K"2+A"2)*((2*M1*expect(M1,psi)-
identityoperator(basisPF)*expect(M1,psi)”"2)
+(2*M2*expect (M2, psi) -
identityoperator(basisPF)*expect(M2,psi)”2))

# Annealing shedule ramp up time
tmax=1000; dt=tmax/200; t=[0.:dt:tmax;] # max. sim. time / timesteps / time range
ot(t)=(t/tmax); # timedependant ramp

# Full Hamiltonians
Hf(t,psi)=H tun + U int + H rad + &t(t) * H_int; # Full Quantum Hamiltonian
Had(t,psi)=H tun + U int + 6t(t) * jr2 = H ad; # Adiabatically eliminated Ham.

Hcl(t,psi)=H tun + U int + &6t(t) * J72 * H ad cl(t,psi); # Semi- calssical Ham.

#

# State declarations

#

vac=basisstate(basisPF,1) # Vacuum state

SF = 1/sqrt(2)*((bd[1]-bd[2]+bd[3]-bd[4])/sqrt(4))"2*vac; # Superfluid state

MI1 = 1/sqrt(2)*(bd[1]*bd[1])*vac; # 2 particles in 1st well
MI2 = 1/sqrt(2)*(bd[2]*bd[2])*vac; # 2 particles in 2nd well
MI3 = 1/sqrt(2)*(bd[3]*bd[3])*vac; # 2 particles in 3rd well
MI4 = 1/sqrt(2)*(bd[4]*bd[4])*vac; # 2 particles in 4th well

# Starting eigenstate identification /
# Identify lowest eigenstate with 2 particles for t=0

yO=eigenstates(dense(H tun + U int + H rad))[2];
for i in 1:length(eigenstates(dense(H tun + U int + H rad))[2])
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global y0
if round(real(expect(sum(n),y0[i])))==
yb=eigenstates(dense(H tun + U int + H rad))[2]1[i];
break
end
end

# Final solution eigenstate identification /
# Identify lowest eigenstate with 2 particles for t=tmax

yfin=eigenstates(dense(Hf(t[end],0)))[2];
for i in 1:length(eigenstates(dense(Hf(t[end],0)))[2])
global yfin
if round(real(expect(sum(n),yfin[i])))==
yfin=eigenstates(dense(Hf(t[end],0)))[2][1];
break
end
end

Energy spectrum. We can calculate and plot the energy levels as in figure
3.1. Note that we have to select the two particle states explicitly, as the
eigenstates of the Hamiltonian are not restricted to two particles.

#

# Energy Spectrum

#

# Calculation of the Energyspectrum for two particle states

lvl=2 # determines how many energylevels are calculated ( including ground state)
Et=zeros(Float64,200,1lvl);

for ti in 1:200
ye = eigenstates(dense(Hf(t[ti+1],0)))[2];

j=1
for i in 1:1length(eigenstates(dense(Hf(t[1],0)))[2])
if round(real(expect(sum(n),ye[i]))) == 2 # only use two particle states.
e=eigenstates(dense(Hf (t[ti+1],0)))[11[i];
Et[ti,j] = e;
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j+=1
if j == lvl+l
break
end
end
end
end

Amin=minimum( (Et[:,2] - Et[:,11)) # minimum energy gap of ground and excited state

# Energyspectrum Plot, resecaling relative to ground state energy

EO=Et[:, 1]

figure(figsize=(12,4))

[plot([J /200:] /200:3 ;1,Et[:,11-E0) for i in 1:1vl]

vlines(argmin(Et[:,2] - Et[:,1]1)*J /200,0,Amin,label="Anin = $Amin",
"black","dotted",linewidth=2)

x1lim(0.0,sqrt(5));ylim(-0.1,2);

ylabel(L"E n(t)-E 0",size=14);xlabel(L"] ", size=14);

title("Energy spectrum as a function of pump strength J ")

legend(fontsize=14);

Schrodinger time-evolution. The following code computes the time evo-
lution of the given Hamiltonian with initial state 1y using the Schrédinger
equation. We can then plot the expectation values of the lattice site occu-
pation numbers and the state fidelity (fig. 3.9).

#
# Schrédinger timeevolutions for given time and Hamiltonian
#

tf,yf sg = timeevolution.schroedinger dynamic(t,y0,Hf);

tad,yad sg = timeevolution.schroedinger dynamic(t,y0,Had);
tcl,ycl sg = timeevolution.schroedinger dynamic(t,y0,Hcl);
#

# Plot of the full Quantum Hamiltonian (Hf) evolution
# with site occupation and state fidelities

50



time = [0:] /200:3 ;]

figure(figsize=(12,4))

subplot(1,2,1)

plot(time,expect(n[1l],yf sg),label="well 1",linestyle="-")
plot(time,expect(n[2],yf sg),label="well 2",linestyle="-")
plot(time,expect(n[3],yf sg),label="well 3",linestyle="-")
plot(time,expect(n[4],yf sg),label="well 4",linestyle="-")
ylabel("(ni)",size=14);legend(fontsize=11);
title("Particle Position Semi-Classical Hamiltonian",size=12);
xticks([0:1/sqrt(J ):sqrt(J);],size=12);

xlabel(L" J (t) ",size=16);

subplot(1,2,2)
plot(time, [fidelity(ptrace(yfin,[5,6]),ptrace(yf sgl[il,[5,61))
for i in 1:201],label="Final particle state fidelity");
plot(time, [fidelity(ptrace(yfin,[1,2,3,4]),ptrace(yf sglil, [1,2,3,4]))
for i in 1:201],label="Final mode state fidelity");
plot(time, [fidelity(ptrace(y0,[5,6]),ptrace(yf sgl[il,[5,6]))
for i in 1:201],label="Initial state fidelity");
plot(time, [fidelity(ptrace(MI3,[5,6]),ptrace(yf sgl[il,[5,61))
for i in 1:201], label="Well 3 two particles","--");
plot(time,ones(201),"black",linestyle="--");
xticks([0:1/sqrt(J ):sqrt(J);1,size=12);
xlabel(L" J (t) ",size=16);ylabel(L"\mathcal{F}\; (p {end},p {sol})",size=16);
title("Fidelity final states",size=12);legend(fontsize=10);

Fidelity and entanglement. Finally, we solve the Schrodinger equation
for different simulation times and plot the final entanglement, maximum
entanglement and the fidelity between the final state and the correct target
state, shown in figure 3.7 and 3.11.

#
# Solving the Schrédinger equation for different simulation times
#

maxtf=100 # maximum sim. time

pf t=[1] # states of the full quantum model
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yad t=[]1 # states of the adiabatic model

for i in 1:maxtf
tmax=1*10; dt=tmax/200; t=[0.:dt:tmax;]
6t(t)=(t/tmax); # timedependant ramp
Hf (t,psi)=H tun + U int + H rad + 6t(t) * H_int;
Had(t,psi)=H tun + U int + &t(t) * J~2 * H_ ad;

tf,yf sg=timeevolution.schroedinger dynamic(t,y0,Hf);
tad,yad _sg=timeevolution.schroedinger dynamic(t,w0,Had);

push! (yf t,yf sg); push!(yad t,yad sg);
end

# calculating and plotting the entanglement and fidelity
# as a function of simulation time

ent f=[1]; ent max=[1];
fidf=[1; fidad=[1;

for j in 1:maxtf
push!(ent f,abs(entropy vn(
ptrace(yf t[jl[end] ® dagger(yf t[jl[end]), [1,2,3,41))))
push! (ent _max,maximum([abs(entropy vn(
ptrace(yf t[jl[i] e dagger(yf t[jl[i]), [1,2,3,4])))
for i in 1:length(yf t[j1)]1))
push! (fidf,fidelity(ptrace(yfin,[5,6]),ptrace(yf t[jl[end],[5,6])))
push!(fidad, fidelity(ptrace(yfin,[5,6]1),ptrace(yad t[jl[end],[5,61)))
end

figure()
plot([1l:maxtf;] .*10, ent f,label="nc = $nc final entropy",linestyle="-")

plot([1l:maxtf;] .*10,ent _max,label="nc = $nc maximum entropy",linestyle="-

plot(zeros(maxtf*10),"black",linestyle="--");
title("Von Neumann entanglement entropy",size=14);
ylabel(L" S {VN}(Tr {p}[p {tot}])",size=16); xlabel(L"t f",size=16);
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legend(fontsize=14);

figure()

plot([1l:1:maxtf;] .*10, abs.(fidad),label="adiabatic Hamiltonian")
plot([1:1:maxtf;] .*10, abs.(fidf),label="full quantum Hamiltonian")
plot(ones(maxtf*10),"black",linestyle="--");

title("Final solution fidelity",size="14");

ylabel(L" \mathcal{F}\; (p _{fin},p {SOL})",size=16); xlabel(L"t f",size="16");
legend(fontsize="14");
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