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Zuammenfassung

Das Fangen und Manipulieren der Bewegung von Teilchen mittels Laserlichtfeldern
ist seit Jahren ein aktives und stark wachsendes Forschungsfeld. In dieser Arbeit
werden die Wechselwirkungen von Teilchen mittels dem evaneszenten Lichtfeld einer
optischen Nanofaser untersucht. Lichtfasern können Licht über lange Strecken fast ohne
Absorption oder Beugungsverluste transportieren. Mit speziellen Verfahren können
solche Fasern so dünn gezogen werden, dass ihr Durchmesser nur einen Bruchteil der
Lichtwellenlänge beträgt und nur eine einzelne fundamentale Mode propagieren kann,
wobei ein Teil des Lichts außerhalb des Fasermaterials geführt wird. Teilchen nahe
der Oberfläche der Faser können mit diesem Licht wechselwirken und induzieren eine
teilweise Reflexion der entlang der Faser propagierenden Lichtwellen. Werden die
Teilchen mit einem Pumpfeld von der Seite beleuchtet, können sie einen Teil dieses
Feldes in die Faser streuen. Somit ändert ein Teilchen das Faserfeld in einem sehr
großen Raumbereich, was zu kollektiven langreichweitigen Wechselwirkungen zwischen
mehreren Teilchen nahe derselben Faser führt. Unter geeigneten Bedingungen streuen
die Teilchen das Licht genau so, dass sie dadurch ihre eigene Falle bauen und sich entlang
dieser Faser anordnen. Typischerweise ordnen sie sich dabei so an, dass sich wie zwischen
zwei Spiegeln hohe Intensitäten zwischen Teilchengruppen aufbauen, ähnlich einem
optischen Resonator. Solche Konfigurationen sind stabil im Grenzfall von schwacher
Rückstreuung des Faserfeldes durch ein einzelnes Teilchen. Für größere Teilchenanzahlen
können mehrfache Streuungen und Absorption zu dynamischen Instabilitäten führen.
Verschiebt man ein Teilchen leicht aus seiner stabilen Position, ändert das die Kraft auf
alle anderen Teilchen und sie beginnen kollektiv innerhalb ihrer Falle zu oszillieren.
Wählt man ein breitbandiges Feld für die transversale Beleuchtung, dann fällt die
Wechselwirkung zwischen den Teilchen, abhängig von der Bandweite des Lichtfeldes,
exponentiell mit dem Abstand ab. Die Teilchen entlang der Faser ordnen sich meist
jedoch immer noch in stabilen Konfigurationen an. Verwendet man mehrere breitbandige
Felder mit unterschiedlicher Frequenz und Intensität, dann kann die resultierende Kraft
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zwischen Teilchenpaaren als eine Cosinus-Fourierreihe angeschrieben werden. Dies
erlaubt die Wechselwirkungen zwischen den Teilchen sehr genau zu kontrollieren. Je
nach Intensität und Frequenz der unterschiedlichen eingestrahlten Feldfrequenzen können
die Wechselwirkungen zwischen den Teilchen fast beliebig angepasst und auch zwischen
bestimmten Teilchenpaaren ausgeschaltet werden. Mithilfe dieser Kontrolle erscheint
es möglich, komplexe Quantensysteme analog simulieren zu können und auch digitale
Quantengatter zu implementieren. Als spezielles Beispiel wird hier gezeigt, wie man
Coulombwechselwirkungen zwischen Ionen simulieren und universelle Gatter designen
kann.
Eine weitere spannende Möglichkeit ergibt sich, wenn man eine Mikrofaser mit etwas
größerem Durchmesser verwendet, sodass auch transversale Moden höherer Ordnung in
der Faser propagieren können. Dies erlaubt eine stärkere Kopplung der Teilchen an die
Faser. Da die Teilchen in diesem Fall auch Licht zwischen den unterschiedlichen Moden
streuen können, lässt sich dadurch auch eine seltsam wirkendende Traktorkraft auf die
Teilchen entgegen der Einfallsrichtung des Faserlichts erzeugen.
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Abstract

Trapping and manipulating particles in optical fields has seen tremendous progress in
the past decades with several Nobel prizes awarded in the field. In this thesis I present a
more recent implementation, where particles are trapped in the evanescent field of light
travelling along an optical nanofibre. Such fibres can guide light almost unattenuated
and without diffraction over long distances. By heating and pulling one can produce
very thin fibres with a diameter smaller than the wavelength of the propagating light
field, so that only the fundamental mode can propagate and a large evanescent field
outside the fibre arises. The particles along the fibre can reflect or transmit light from
this fibre field. Additionally the particles are illuminated by a transverse pump field
and they can scatter light from this field into the fibre. In this way, the particles reorder
the fibre field, which leads to collective long-range interactions between the particles
along the fibre. The particles scatter the fibre field in a way so that they build their
own trap and self-order along the fibre acting like mirrors and trapping high intensities
between them. These stationary configurations are stable in the weak scattering limit,
where backscattering of the fibre field can be neglected, while for large particle numbers
multiple scattering and absorption can lead to dynamical instabilities. When slightly
shifting one particle from its stable position, it changes the forces on all particles and
they start to collectively oscillate inside their traps.
Using a broadband field as transverse pump field the interactions between the particles
exponentially decay with the bandwidth of the field and the distances between the
particles, but the particles still find stable configurations. When shining broadband
fields with different frequencies onto the particles the force between the particles is a
Fourier cosine function, and thus the interactions between the particles can be tailored.
Depending on the intensities and frequencies of the different fields, the interactions
between the particles can be tuned and even turned off for special particle pairs. This
property is a very powerful tool for simulating complex quantum systems, but also
to implement quantum gates. In this thesis the simulation of Coulomb interactions
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between ions and the designing of universal gates are demonstrated.
When using a microfibre with larger diameter also higher order modes can propagate
along the fibre. In this case the coupling strength between the particles and the fibre is
enhanced. The particles can scatter light between the different modes, which can even
lead to a stationary tractor force against the injection direction.
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1. Introduction

In 1619 Johannes Kepler (1571-1630) came up with the idea that light contains mo-
mentum as he observed that comet tails always point away from the sun [1]. He
postulated that this force acting on interstellar particles arises due to the radiation
pressure of light. Centuries later, in 1970, Ashkin could show that this radiation pressure
force can be used to accelerate particles in the propagation direction of the laser beam or
to trap particles when using two counterpropagating beams [2]. For a strongly focused
light beam, far detuned from any atomic resonances, a second force plays an important
role, the so-called dipole force. This force can be used to trap particles in the center of
the beam at positions of maximal intensity. In 2018 Ashkin was awarded with the Nobel
prize for this invention of using the dipole force to trap particles in optical tweezers [3].
His experiment proved the possibility of trapping particles by a single beam for the first
time and opened up a lot of new opportunities for trapping and manipulating particles
by a light field.
An improved approach for using optical forces to trap and cool atoms are optical cavit-
ies [4; 5], where even self-ordering of the particles could be observed [6]. In such cavities
the light is reflected by mirrors placed at both sides of the atoms before leaking out of
the cavity and thus passes the atoms more often, which increases the coupling between
the light and the atoms. Depending on the cavity geometry only certain spatial field
distributions called cavity modes are resonantly enhanced at well defined frequencies
[7; 8].
An alternative route to achieve a local high field concentration is transverse confinement
of the field. Due to diffraction, in free space this method is limited to a very tiny focal
spot. This problem can be overcome by using an optical waveguide system instead of a
cavity. In such a waveguide the light travels almost lossless and is transversely strongly
confined over a very large distance, which leads to much stronger interactions between
the atoms and the light field than in free space. In contrast to a cavity system, here, the
photons can propagate for very long distances along the waveguide and are not restricted
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1. Introduction

to specific resonance frequencies. As photons carry energy and momentum they mediate
interactions between particles at different locations. In a quantum description they
carry quantum information in the form of flying qubits. Hence such a setup is a very
promising tool to build a quantum network sometimes termed as a quantum internet [9].
When using very thin waveguides, so called nanofibres [10], with a diameter smaller than
the wavelength of the light field, not all light is confined within the fibre material and a
strong evanescent field arises outside the fibre. In this case the interaction between the
nanofibre light modes and the particles can be so strong, that the particles are trapped
in this evanescent field of the fibre, when a carefully chosen combination of light fre-
quencies is sent through the fiber [11]. Any particle trapped in a corresponding particle
chain “sees” the light reflected and transmitted through the waveguide by all the other
particles. This leads to collective quantum effects, as e.g. Bragg reflection, sub- [12]
and superradiance [13], correlated photon emission [14] or mechanical self-ordering of
mobile particles along the waveguide [15; 16].
Recent progress in fibre and laser technology has also shown that such waveguides are a
very promising tool for quantum computation and simulation [17–23]. Some examples
are the creation of Schrödinger cat states [24], the design of quantum gates [25; 26],
entangled states [27; 28] or the realization of the Bose–Hubbard Hamiltonian [29; 30].
In the approach presented in this thesis the particles are assumed to be optically trapped
in a 1D potential along the nanofibre. In addition they are transversely illuminated
and thus will scatter light from this transverse pump field into the fibre [15; 16]. By a
proper choice of the spectral composition and intensity of this pump field, interactions
between particles at different positions can be designed. This gives one the possibility
to simulate symmetric interactions with a very general spatial dependence or in specific
cases to implement quantum gates.
In this thesis in chapter 2 I will first introduce the basic theoretical concepts and specific
ideas allowing to trap particles along a nanofibre. Such nanofibres are constructed
so that they exhibit a strong evanescent field. Particles along the fibre interact with
this evanescent field via the induced optical dipole force as well as radiation pressure.
Fundamental properties of nanofibres and the field propagation within are also described
in this first chapter. Trapping and manipulating atoms or molecules along a nanofibre
has been of strong interest for the past few years and a lot of experimental investigations
have been developed. I will mention some of these experimental implementations and
discuss their advantages and disadvantages.

2



The model presented in this work is based on a new generalized approach for such
implementations as shown in chapter 3. Here the particles do not only interact with the
fibre field but they are also illuminated by a transverse pump field and can scatter light
from this pump field into the fibre. This field scattered into the fibre by the particles
then propagates through the fibre and changes the currently present field. Fortunately,
as the physics is essentially one dimensional, the scattering processes of the field by
the particles can be effectively described by a beamsplitter matrix approach. Photons
passing by a particle are either reflected backwards, transmitted forward or scattered
out of the fibre. A simple corresponding model then connects the amplitudes of the
fields on both sides of a particles. Based on their relation the Maxwell-stress-tensor can
be used to calculate the missing momentum in the field and thus the force acting on
the particle.
In the weak coupling limit most photons are transmitted and we can safely assume that
most of the force arises due to the scattering of the transverse pump field into the fibre
and neglect force contributions from backscattering of the light field within the fibre.
This is a good approximation at least for small particle numbers but is not valid for
large system sizes where collective scattering gets significant. But in the weak coupling
limit the force on a particle is the sum of all pair forces between this particle and all
the other particles which allows to define an effective optical potential.
The particles along the nanofibre collectively redistribute the light in a way that they
build their own optical trap which induces self-ordering along the fibre. In part I we
study the stability and oscillations of such a crystalline structure. While in the weak
scattering limit the particles form stable configurations along the fibre, scattering and
absorption of the light field can destabilize the structure for large system sizes.
Using a broadband field as pump changes the interactions between the particles in a very
variable form and one can tune the very long-range interactions even to only nearest
neighbour interactions depending on the bandwidth of the incoming field. The behaviour
of particles in such a field is investigated in part II. The particles still self-order in stable
configurations. There, we even consider the extreme case of a thermal radiation field
with a Planck spectrum, where multiple scattering effects lead to a complex interplay
of attraction and repulsion at distances around the thermal radius.
The combination of several broadband fields with different frequencies gives the pos-
sibility to tune the interactions between the particles. In that case one can write the
pair forces as a Fourier cosine function, which leads to complex force shapes. So, the
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interaction between the particles can be designed by choosing the properties of the
incoming field and even turned off for special particle pairs.
This nice feature is a very promising tool for quantum computation and simulation. In
part III we derive a quantum model by quantizing the motional degrees of freedom of
the particles. The particles then can be described by quantum oscillators interacting via
the fibre field. By a proper choice of the properties of the incoming field this model can
be used to simulate Coulomb interactions between ions. When describing the oscillator
states as qubits this approach can be used to design quantum gates or to entangle
states.
Another route to generality and better control of the particles involves microfibres with
a somewhat larger diameter so that also higher order transverse modes can propagate.
As shown in part IV in such fibres the coupling between the particles and the fibre
field is typically larger than in a single mode fibre. As one intriguing consequence
of scattering between the different fibre modes, a stationary tractor force against the
injection direction can be implemented.

4



2. Coupled atom-field dynamics near
an optical nanofibre

In this section we shortly review the physics of light propagation in an optical fibre and
discuss how polarizable particles can interact via the the fibre field. Subsequently, some
generic experimental realizations are introduced and the advantages and disadvantages
of these implementations will be discussed.

2.1. Light propagation inside a fibre

Optical fibres are used to transport information over thousands of kilometres. The light
inside the fibre is strongly confined in the transverse direction and can be transmitted
over long distances almost lossless and unperturbed as it is well isolated from the
environment [31]. Typical fibres consist of a core and a cladding as depicted in fig. 2.1.
As the refractive index of the core is higher than the refractive index of the cladding, the
light is totally reflected at the border between the core and the cladding, when launched
into the fibre at a special angle [32]. Usually the cladding of such fibres is made of silica
and the core of silica doped with Germanium to increase the refractive index [33]. The

θ2
θ1

cladding

core

n2

n1

Figure 2.1.: A fiber consists of a core and a cladding with the refractive indices n1 > n2.
Guided modes (red line) are totally reflected at the border between the core and the
cladding, when θ1 larger than the critical angle.
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2. Coupled atom-field dynamics near an optical nanofibre

rays totally reflected at the boundary of the fibre core has to cover different path lengths.
Due to interference between these rays, some of them will interfere destructively and so
are not able to propagate through the waveguide.
Due to the wave character of light some properties of optical fibres can not be explained
by this ray theory, but one needs to model it based on the electromagnetic wave theory:

~E(~r, t) = ~E(r, φ)eikx−iωt, (2.1a)
~H(~r, t) = ~H(r, φ)eikx−iωt, (2.1b)

for the electric and magnetic fields ~E(~r, t) and ~H(~r, t) at position ~r and time t propagat-
ing along the fibre axes x, with frequency ω, wavenumber k, radial distance from the
fibre axes r and φ the angle between the fibre axes and the position. For a given
frequency and wavevector the field has to fulfil the Helmholtz equation [34]

(
∆ + n2k2 − β2

) ~E(~r, t)
~H(~r, t)

 = 0, (2.2)

with β the modal propagation constant and n the refractive index. The solutions to this
equation are the so called fibre modes, which are Bessel and modified Bessel functions.
For the exact mathematical description of the modes, one can look at [35].
The fibre modes can be divided into guided and radiation modes. Only the guided
modes can propagate along the fibre, while radiation modes are refracted waves and
carry energy out of the core. Fibre modes describe the propagation of the light field
through the fibre. In the fibre system we are not limited to special frequencies, but the
fibre can support a broad frequency spectrum. Depending on the V number [36]

V = 2πa
λ

√
n2

1 − n2
2, (2.3)

with the fibre radius a, refractive indices of the core and the cladding n1 and n2 and
wavelength of the light field λ, different numbers of modes can propagate inside the
fibre. For V < 2.405 only a single mode can be supported by the fibre. To fulfil this
condition, the fibre has to be very thin and the difference between the refractive indices
small.
The light field propagating through the fibre does not drop immediately to zero at the
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2.1. Light propagation inside a fibre

border of the core but there is still some part of the light exponentially decaying inside
the cladding, the so called evanescent field. The evanescent field drops exponentially
outside the waveguide and can transport energy along the boundary. Imagine a light
wave impinging on the boundary between the waveguide core and the cladding at an
angle θ1 larger than the critical angle for total reflection. A part of this wave is then
totally reflected back to the core and a part Et transmitted and refracted into the
cladding at an angle θ2 as depicted in fig. 2.1. So the wave in the cladding can be
described by

E2 = Ete
ik2(x cos(θ2)+y sin(θ2)), (2.4)

with x the fibre axes, y perpendicular to the fibre axes and k2 the wavevector for the
field in the cladding. Using Snell’s law n1 cos(θ1) = n2 cos(θ2), with n1 and n2 the
refractive indices of the core and the cladding, we rewrite

E2 = Ete
ik2

(
x
n1
n2

cos(θ1)+y

√
1−

n2
1
n2

2
cos2(θ1)

)
. (2.5)

As the square root term in the exponent is imaginary for the angles larger than the
critical angle, we can define

√
1− n2

1
n2

2
cos2(θ1) = ±iκ and, thus

E2 = Ete
−κk2ye

ik2x
n1
n2

cos(θ1)
. (2.6)

So the wave in the cladding decays exponentially perpendicular to the fibre axes and
propagates along the waveguide [36].
When using very thin fibers with a diameter smaller than the wavelength of the
light travelling inside the fibre, so called nanofibres, this evanescent field can be very
strong [35]. Such fibres can be produced by heating and carefully pulling a usual glass
fibre [10; 33]. Then the fibre core is reduced to virtually zero diameter and plays no
role any more. The light then is guided in the cladding region with a significant portion
of the energy contained in the evanescent field outside the fibre.
Usually such fibres are so thin that only the fundamental HE11-mode can propagate
along the fibre. Using fibres with a larger diameter, where also higher order modes are
guided through the fibre, more light could be coupled inside the fibre, and the coupling
between the fibre light and the particles could be increased [37–39].
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2. Coupled atom-field dynamics near an optical nanofibre

2.2. Optical forces

When shining light on a particle, the interaction between the particle and the light field
exchanges energy and momentum between the light and the particle. The mechanical
interaction can be explained by two optical forces: the dipole force and the radiation
pressure [40; 41].
To understand these two forces we will use the classical Lorentz model. Here we
will mostly follow the work of Steck [42]. Let us imagine a light field shining on an
atom. The atom consists of an electron with mass me and charge −e elastically bound
to a nucleus with charge +e and frequency ω0, driven by an external electric field
~E(t) = ~E0e

iωt + ~E∗0e
−iωt, with frequency ω. Here one can assume that the size of the

atom is much smaller than the wavelength of the electric field, so that the nucleus and
the electron “see” the same field. Considering also damping γ due to charge acceleration
or atom collisions the equation of motion for the electron can be written as

meẍ+mγẋ+mω2
0x = −e

(
~E0e

iωt + ~E∗0e
−iωt

)
, (2.7)

with ~Fe = −e ~E the force on the electron due to the electric field.
Using the ansatz x(t) = x0e

iωt + x∗0e
−iωt, one finds

x0 = e ~E0/me

ω2 − ω2
0 + iγω

. (2.8)

So the light field shining on the atom induces an electric dipole and the particles start
to oscillate at the same frequency as the incoming light field.
The dipole moment of the atom is defined as ~d = −e~x = α(ω) ~E, with α the polarizability
describing the reaction of the atom to the electric field

α(ω) = −e2/me

ω2 − ω2
0 + iγω

, (2.9)

with

< (α) = e2/me (ω2
0 − ω2)

γ2ω2 + (ω2
0 − ω2)2 , (2.10a)

= (α) = e2/meγω

γ2ω2 + (ω2 − ω2
0)2 . (2.10b)
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2.2. Optical forces

While < (α) depends on the detuning of the field and is positive for red detuned light
and negative for blue detuned light, = (α) is always positive. As we will see later the
real part of the polarizability is proportional to the dipole force and the imaginary part
is proportional to the radiation pressure force.

2.2.1. Dipole force

The incoming light field induces an oscillating dipole in the atom. This dipole then
radiates light, which interferes with the incoming light field and, thus, leads to forces
on the particle. The potential on the induced dipole reads

Vdip = −
~d ~E

2 = −

(
~d0e

iωt + ~d∗0e
−iωt

) (
~E0e

iωt + ~E∗0e
−iωt

)
2 . (2.11)

The terms ∝ e±2iωt oscillate twice as fast as the electric field and cancel out when
averaging over time, and thus

Vdip = −< (α) | ~E0|2 ∝ −< (α) I, (2.12)

with intensity I. So the dipole potential is proportional to < (α) and, thus, is negative
for red detuned light and positive for blue detuned light. Consequently, to minimize
the potential the particle is pushed towards higher intensities for red detuned light and
towards lower intensities for blue detuned light.

2.2.2. Radiation pressure

The radiation pressure arises due to absorption and incoherent re-emission of the
incoming light field. When the incoming photons are all coming from the same direction
but are uniformly emitted in a random direction, this leads to a net momentum transfer
onto the particle and the particle is pushed away from the light source.
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2. Coupled atom-field dynamics near an optical nanofibre

The electric and magnetic field of an oscillating dipole at position ~r reads [43]

~E0(~r, t) = 1
4πε0

(3 (~ε · ~r)~r − ~ε)
 ~d0(tr)

r3 +
~̇d0(tr)
cr2

+ 1
4πε0

((~ε · ~r)~r − ~ε)
~̈d0(tr)
c2r

, (2.13a)

~H0(~r, t) = c

4π (~ε× ~r)
 ~̇d0(tr)

cr2 +
~̈d0(tr)
c2r

 , (2.13b)

with the retarded time tr = t− r/c, the polarization unit vector ~ε and r = |~r|.
As only the terms ∝ 1/r transports energy to infinity we only keep these terms

~E0(~r, t) ≈ 1
4πε0

((~ε · ~r)~r − ~ε)
~̈d0(tr)
c2r

, (2.14a)

~H0(~r, t) ≈ 1
4π (~ε× ~r)

~̈d0(tr)
cr

. (2.14b)

The transport of energy can be described by the Poynting vector

〈~S〉 = ~E0 × ~H∗0 + ~E∗0 × ~H0 = 1
8π2ε0c2

| ~̈d0(tr)|2
r2

(
1− |~r · ~ε|2

)
~r, (2.15)

with ((~ε · ~r)~r − ~ε)× (~ε∗ · ~r) = (1− |~r · ~ε|2)~r = ~r sin2 (θ) for a linear polarized light field,
and θ the angle from the z-axis.
The power P can be calculated by integrating the Poynting vector over the area

P =
∮
~S · d ~A. (2.16)

With
dP

dΩ = | ~̈d0|2

8π2ε0c2 sin2 (θ) . (2.17)

the total radiated power can then be found by integrating over the solid angle

P = | ~̈d0|2

8π2ε0c2 . (2.18)

Using
~d = α

(
~E0e

iωt + ~E∗0e
−iωt

)
, (2.19)
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2.3. Experimental implementations

and thus
~̈d = −ω2~d, (2.20)

we can easily rewrite the radiated power in terms of the polarizability and intensity I

P = ω4|α(ω)|2
6πε20c4 I = ω3e2

6πε0c4γm
= (α) I. (2.21)

As the force is proportional to the radiated power, we can see that in this case the force
depends on the imaginary part of the polarizability.
Note, that for far detuned light fields < (α) scales with 1/(ω2

0 − ω2), while = (α) scales
with 1/(ω2

0 − ω2)2. Consequently, in this case, the dipole force dominates the radiation
pressure.

2.3. Experimental implementations

These optical forces can be used to trap and manipulate particles along the fibre axes
and lead to self-organization of the particles. As shown above the direction of the dipole
force depends on the frequency detuning. For red detuned light the particles are pushed
towards higher intensities and for blue detuned light towards lower intensities. This
feature can be used to create an optical trap formed by two evanescent waves [44]. The
idea of creating such a trap is to produce a short-range repulsive and a long-range
attractive force. This can be done by using a blue detuned light field with small
penetration depth and a red detuned light field with large penetration depth into the
vacuum. Note, that both fields have to be far detuned so that the radiation pressure is
small compared to the dipole force to produce a trap with a large coherence time and a
large trap lifetime [45].
In 2010 Rauschenbeutel and coworkers used this idea to trap Caesium atoms in the
evanescent field of a nanofibre [11; 45]. If one launches a blue and a red detuned light
field into the fibre, the blue detuned light field repels the particles from the fibre, while
the red detuned light attracts the particles towards the fibre surface. The combination
of the two fields leads to a potential minimum near the fibre surface. Additionally
they launched a second red detuned counterpropagating field into the fibre, so that the
two counterpropagating red detuned light fields generated periodically-spaced potential
wells. In such a system thousands of atoms can be trapped and strong collective effects
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2. Coupled atom-field dynamics near an optical nanofibre

could be observed [14]. Even an external excitation laser could be included, which has
to be adjusted in a way to counteract recoil and heating mechanisms. The particles
then scatter this field and a part of it couples to the nanofibre-guided mode [46].
An important parameter for such systems is the coupling efficiency β between the
particles and the waveguide which is defined as the radiative decay rate of a single
emitter γguid into the fibre compared to the total decay rate γtot

β = γguid
γtot

. (2.22)

For atoms along a nanofibre only an efficiency of β ≈ 10 %−20 % could be obtained [47],
but recently the system could be improved by using hole-tailored nanofibers and a
coupling efficiency of 62.8 % could be reached [48].
The coupling between the particles and the fibre could be enhanced when using photonic
crystal waveguides, which offers new possibilities to control the atom-light interaction.
In such photonic crystal waveguides the light is reflected multiple times off the dielectric
modulation, so that the interaction time with the particles is extended. The emission
rate into the fibre in such systems can reach 89 %− > 99 %, when using quantum
dots [49–51]. One special photonic crystal waveguide is the so called “alligator” photonic
crystal waveguide, where an efficiency of 100 % was obtained [52].
As such waveguide systems are not always perfect, some problems can arise, which
can also affect the particle-light-interactions. One of the most famous problems is the
Anderson localization where light is confined instead of guided through the waveguide
due to scattering disorder. Another problem is atomic adsorption on the waveguide
surface, which can generate electric field fluctuations [53], change the refractive index
or heat up the system [54].
A very nice feature of such nanofibre systems is the chirality of the atom-photon coupling
[55–57] arising due to longitudinal components of the electric field in a nanofibre which,
dependent on the propagation direction, can induce a different circular polarized field
component close to the fiber edge. Depending on the polarization and propagation
direction of the light field, the transition dipole moment of each emitter and the
position of the particles on the fibre surface, the direction of the scattering can be
adjusted [58; 59]. Such properties can be used for integrated optical circulators [60] or
for a spin-controlled photon switch [61].
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3. Theoretical Models

Let us consider N linear polarizable particles, for example atoms, molecules, nanospheres,
along a single mode fibre interacting with the evanescent field of this fibre as depicted
in figure 3.1. The modes of this fibre can be described by two counterpropagating light
fields. Additionally the particles are illuminated by a transverse pump field and they
can scatter light from this field into the fibre. Then this field propagates to the next
particle and this particle then can reflect or transmit part of this field and so on. So
the particles redistribute the fibre field, which leads to collective interactions between
the particles. The way every particle scatters the light depends on the position of the
particles along the fibre. So even if only one particle is replaced, it changes the forces
on every other particle [16]. Note that here we assume that the particles are distributed
far enough so that dipole-dipole interactions between the particles can be neglected.
While in a cavity the frequency of the light field has to fulfil special resonant conditions
in order to produce a mode, a nanofibre can guide a broad frequency spectrum. So,
here, the incoming light field consists of several fields with different frequencies ω = kc

I1,ω1 I1,ω1 I1,ω1I2,ω2 I2,ω2 I2,ω2

xx xj-1 j j+1

Aj Cj

η η
Bj Dj

Figure 3.1.: Particles trapped in the evanescent field along a nanofibre and transversely
illuminated by a pump field.
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3. Theoretical Models

and intensities Ik
~E (x, t) =

∑
k

√
2Ik
cε0

eikx−iωt. (3.1)

We assume that the frequencies are only space but not time coherent and thus do not
interfere. In this case the induced dipole by the field, oscillates with a superposition of
the single frequencies.

3.1. Beam splitter method

The propagation of the light field through the fibre can be described by the beam
splitter method [62–64]. Imagine every particle scatters light into the fibre and can
reflect or transmit the field scattered by the other particles. These scattering processes
can be described by a beam splitter approach. Note that here we introduce this concept
for a single frequency as the generalization to multi frequency fields is trivial. One
can approximate the fibre field by a Gaussian beam, with diameter much larger than
the wavelength. So the field is a simple planewave E(x, t) = E(x) exp (−iωt), with
E(x) = E1 exp (ikx). The propagation of the light field through the fibre, can be
described by the inhomogeneous Helmholtz equation

∆ ~E(x) + ω2

c2
~E(x) = µ0ω

2 ~P , (3.2)

with µ0 the magnetic permeability and ~P the polarization [43]. The density of N
particles at positions xi is ρ = ∑N

n=i δ(x− xi). With this one can find the polarization
P (x) = αE(x)∑N

i=1 δ(x−xi), with the linear polarizability α and, thus, eq. (3.2) changes
to (

∂2
x + k2

)
E(x) = −k

2α

ε0

N∑
i=1

δ(x− xi). (3.3)

Defining a coupling constant proportional to the polarizability of the particles

ζ = k
α

2ε0
, (3.4)
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3.1. Beam splitter method

the Helmholtz equation changes to

(
∂2
x + k2

)
E(x) = −2kE(x)ζ

N∑
n=i

δ(x− xi). (3.5)

The electric field between two particles can be described by the superposition of two
counterpropagating light fields

E(xi−1 < x < xi) = Aie
−ik(x−xi) +Bie

ik(x−xi) = Ci−1e
−ik(x−xi) +Di−1e

ik(x−xi), (3.6)

with the amplitudes of the left propagating field Ai and Ci−1 and of the right propagating
field Bi and Di−1 as defined in fig. 3.2. If we assume that the particles are much smaller
than the wavelength of the light field, the electric field has to be continuous at both
sides of a particle

E(xi − 0) = E(xi + 0), (3.7a)
Ai +Bi = Ci +Di. (3.7b)

A second boundary condition can be found when integrating the Helmholtz equation (3.5)
from xi − ε to xi + ε for ε→ 0

∫ xi+ε

xi−ε

(
∂2
x + k2

)
E(x)dx =

∫ xi+ε

xi−ε
−2kE(x)ζ

N∑
i=1

δ(x− xi)dx,

∫ xi+ε

xi−ε
∂2
xE(x)dx︸ ︷︷ ︸

∂xE(xi+ε)−∂xE(xi−ε)

+
∫ xi+ε

xi−ε
k2E(x)dx = −2kζ

∫ xi+ε

xi−ε
E(x)

N∑
n=i

δ(x− xi)dx︸ ︷︷ ︸
E(xi)

,

∂xE(xi + ε)− ∂xE(xi − ε) +
∫ xi+ε

xi−ε
k2E(x)dx = −2kζE(xi),

lim
ε→0

(∂xE(xi + ε)− ∂xE(xi − ε)) + lim
ε→0

∫ xi+ε

xi−ε
k2E(x)dx︸ ︷︷ ︸
→0

= −2kζE(xi),

⇒ ∂xE(xi + 0)− ∂xE(xi − 0) = −2kζE(xi), (3.8)

when using the condition from eq. (3.7a) in the last line. Inserting eq. (3.6) into the
boundary condition (3.8) and using eq. (3.7b), we find the following condition for the
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Ai-1

Bi-1

Ci-1

Di-1

Ai

Bi

Ci

Di

xi-1 xi

ηη

Figure 3.2.: Name convention for the amplitudes of the electric field at the position of
the beam splitters xi.

amplitudes of the propagating fields

− ikCi + ikDi + ikAi − ikBi = −2kζ (Ai +Bi) ,
iAi − iCi = ζ (Ai +Bi) ,

⇒ Ai = iζ

1− iζ Bi + 1
1− iζ Ci, (3.9)

and

− ikCi + ikDi + ikAi − ikBi = −2kζ (Ci +Di) ,
iDi − iBi = ζ (Ci +Di) ,

⇒ Di = 1
1− iζ Bi + iζ

1− iζ Ci. (3.10)

If we define a reflection and transmission coefficient

r = iζ/(1− iζ), (3.11a)
t = 1/(1− iζ), (3.11b)

with −ir/t = ζ, we can write

Ai = rBi + tCi, (3.12a)
Di = tBi + rCi. (3.12b)
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3.1. Beam splitter method

So the outgoing fields Ai and Di consist of a reflected and a transmitted part of the
incoming fields Bi and Ci.
The transverse pump field with amplitude η in the system introduced above can easily
be included by simply adding it on the equations (3.12)

Ai = rBi + tCi + η√
2
, (3.13a)

Di = tBi + rCi + η√
2
. (3.13b)

Note that here the transverse pump field is symmetrically scattered into both directions
with Iηleft = α2 I0 = 1/2 I0 and Iηright = β2 I0 = 1/2 I0, with α2 + β2 = 1 and the
intensity of the transverse pump field I0 = |η|2cε0/2, but by changing α and β also
chiral scattering could be easily included [16].
We reorder these equations and describe the fields to the left side of a particle by the
fields to the right side of a particle

Ai = 1
t

((
t2 − r2

)
Ci + rDi + (t− r) η√

2

)
= (1 + iζ)Ci + iζDi + (1− iζ) η√

2
,

(3.14a)

Bi = 1
t

(
−rCi +Di −

η√
2

)
= −iζCi + (1− iζ)Di + (iζ − 1) η√

2
, (3.14b)

and define a beam splitter matrix MBS describing the scattering processes by a particle

Ai

Bi

η

 = MBS


Ci

Di

η

 (3.15)

with

MBS = 1
t


t2 − r2 r t−r√

2
−r 1 − 1√

2
0 0 t

 =


1 + iζ iζ 1−iζ√

2
−iζ 1− iζ iζ−1√

2
0 0 1

 . (3.16)

When having more than one particle, also the propagation of the light field between
two particles have to be considered. This can be taken into account by the propagation
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matrix P

P(di) =


eikdi 0 0

0 e−ikdi 0
0 0 1

 , (3.17)

with di = xi+1 − xi. The scattering processes by a system with N particles illuminated
by a transverse pump field and interacting via the fibre field can be easily described
by these propagation and beam splitter matrices. One only has to multiply the single
beam splitter and propagation matrices

A1

B1

η

 = MBS ·P(d1) ·MBS ·P(d2) · · ·MBS ·P(dN−1) ·MBS


CN

DN

η

 . (3.18)

So the fields to the left of the system could be calculated out of the fields to the right
of the system. Note that in this work we mostly set B1 = CN = 0 as we only assume a
transverse pump field as an incoming field.

3.2. Maxwell’s stress tensor

In the previous section we explained how the fields to the left and to the right of the
particles could be calculated. In this section we describe how one can calculate the
forces acting on a particle when knowing the amplitudes of the fields on both sides of
the particles. This can be done by calculating Maxwell’s stress tensor.
We follow the derivation in [65] and start with Maxwell’s equation for neutral particles
and no electric current

∇ · ~D = 0, (3.19a)
∇ · ~B = 0, (3.19b)

∇× ~E = −∂
~B

∂t
, (3.19c)

∇× ~H = ∂ ~D

∂t
, (3.19d)

with the electric displacement ~D = ε0 ~E + ~P and the magnetic field ~B = µ0 ~H. From
Poynting’s theorem follows that the total force onto an object in an electromagnetic
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3.2. Maxwell’s stress tensor

field is the sum of the mechanical and the field force

~F = ~Fmech + ~Ffield = 1
c2

∫
V

d

dt

(
~E × ~H

)
· dV. (3.20)

Operating on eq. (3.19c) by ×ε0 ~E and on eq. (3.19d) by ×µ0 ~H and adding the two
equations we get

ε0
(
∇× ~E

)
× ~E︸ ︷︷ ︸

=∇·
(
~E⊗ ~E− |

~E|2
2 I
)+µ0

(
∇× ~H

)
× ~H︸ ︷︷ ︸

=∇·
(
~H⊗ ~H− |H|

2
2 I
) = 1

c2

−∂ ~H
∂t
× ~E + ∂ ~E

∂t
× µ0 ~H


︸ ︷︷ ︸

= d
dt( ~E× ~H)

,

∇ ·
(
ε0 ~E ⊗ ~E + µ0 ~H ⊗ ~H − 1

2
(
ε0| ~E|2 + µ0| ~H|2

)
I
)

= d

dt

1
c2

(
~E × ~H

)
, (3.21)

with µ0ε0 = 1/c2. We derived at the definition of Maxwell’s stress tensor

T = ε0 ~E ⊗ ~E + µ0 ~H ⊗ ~H − 1
2
(
ε0| ~E|2 + µ0| ~H|2

)
I, (3.22)

which describes the interaction between electromagnetic forces and mechanical mo-
mentum. Integrating eq. (3.21) over an arbitrary volume gives

∫
V
∇ ·T · dV =

∫
V

d

dt

1
c2

(
~E × ~H

)
· dV. (3.23)

To solve this equation we can use Gauss’s integration law
∫
V
∇ ·T · dV =

∫
∂V

T · ~n · dA, (3.24)

with ∂V the surface of V , ~n the unit vector perpendicular to the surface and dA an
infinitesimally small surface element. So the force acting on an arbitrary body within
the surface ∂V follows then immediately

~F =
∫
∂V

T · ~n · dA. (3.25)
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3.3. Optical forces on particles along a nanofibre

Now, let us investigate how we can calculate the optical forces acting on the particles
along the nanofibre. For the present model we are only interested into the forces acting
along the fibre axis x

~F =
∫
∂V

T · ~nx · dA, (3.26)

with
T = ε0

2
(
E2
x − E2

y − E2
z + c2

(
B2
x −B2

y −B2
z

))
. (3.27)

As the electric and magnetic fields are always orthogonal to the propagation direction
Bx = Ex = 0 and as electromagnetic fields are transversal c| ~B| = | ~E| Maxwell’s stress
tensor changes to

Txx = −ε0 ~E2. (3.28)

To calculate the forces acting on the i-th particle, we enclose this particle in a fictitious
box and integrate over the boundaries of this box. As we assume that this particle is
small compared to the wavelength of the light field we only have to take into account
the planes orthogonal to the x-axes and found for the force on the i-th particle [64]

Fi = ε0
2
(
|Ai|2 + |Bi|2 − |Ci|2 − |Di|2

)
. (3.29)

This force describes the missing photons, which transmits momentum onto the particles.
The part ∝ − (|Ci|2 − |Ai|2) describes the missing photons coming from the right side,
which leads to a force towards the left direction and the part ∝ |Bi|2 − |Di|2 describes
the missing photons coming from the left side, which leads to a force towards the right
direction. Inserting the amplitudes from eq. (3.14) into the force equation one can find
for the force on a particle [16]

Fi = σsc
c

(
2 (Il − Ir) (|ζ|2 + = (ζ))

|1− iζ|2 − 4
√
IlIr< (ζ) sin (2kxi)
|1− iζ|2

+
√

2I0

(√
Ir −

√
Il

)
cos (kxi)

)
, (3.30)

with Il = |Bi|2cε0
2 , Ir = |Ci|2cε0

2 , I0 = |η|2cε0
2 and σsc the scattering cross section between

the particles and the beam. The first term is proportional to the imaginary part of ζ
and arises due to the radiation pressure and points towards the weaker source. The
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3.4. Scattering into the fibre

second term arises due to the dipole force and the last term due to the interference
between the transverse and the longitudinal fields.

3.4. Scattering into the fibre

In this section the scattered intensity of the transverse pump field into the fibre by
the particles is calculated. We describe the particles along the fibre as two level atoms
far detuned from any resonances. To make sure that the particles scatter the light
symmetrically into both direction one has to choose an appropriate laser polarization
and transition dipole moment of each emitter. Note, for simplification, here the fibre
axis is the z-axis, so that the system can be described by cylindrical coordinates. We
assume a single mode fibre with the HE11-mode linearly polarized in the x-direction

~e (δ)(ω, r, φ) =
√

2(r̂er(ω, r, φ) + δẑez(ω, r, φ)), (3.31)

with er(ω, r, φ) and ez(ω, r, φ) the cylindrical components of the guided modes [35; 47]
and δ = −1 for a left and δ = +1 for a right propagating field. Fermi’s golden rule can
be used to describe the emission into the fibre by the particles [35; 47]

γguid = ωβ′

2ε0~
∑
δ

|~d~e (δ)(ω, r, φ)|2, (3.32)

with β′ = dβ/dω and β the modal propagation constant. If the dipole components
dz and dx of the atoms have the same phase, and thus are linearly polarized in the
xz-plane, the emission into the fibre does not depend on the propagation direction. We
assume that the electric dipole is linearly polarized into the z direction

γguid = 2ωβ′
ε0~
|dz|2|ez|2, (3.33)

so that the particles symmetrically scatter the light into both directions.
The scattering rate into the fibre can then be calculated out of the emission rate and
the excited state fraction ρee [42]

Rsc = γguidρee(t→∞). (3.34)
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For a two level atom and a weak driving field one finds

ρee = 1
2

I/Isat
1 + 4∆2/Γ2 + I/Isat

≈ 1
2

I/Isat
1 + 4∆2/Γ2 � 1, (3.35)

with I the intensity shining on the particles, Isat the saturation density of the atoms, ∆
the detuning and Γ the spontaneous emission rate into free space.
The intensity scattered into the fibre is the power P per area A. The power is simply
the scattering rate times the photon energy

Ik = P

A
= ~ωRsc

A
≈ ω2β′

Aε0

I/Isat
1 + 4∆2/Γ2 |dz|

2|ez|2. (3.36)

For Cesium particles along a nanofibre with radius r = 200 nm, the fiber cross section
area A = r2π, the Cesium D2-line ω ≈ 2.2 · 1015 Hz with Γ = 33 · 106 1/s and the mass
of Cesium m ≈ 220 · 10−27 kg, and a detuning ∆ = 100 Γ we find for the intensity
scattered into the fiber Ik ≈ 6.2 · 10−4 I0/Isat W/m2.

3.5. Weak scattering limit

In our calculations we often assume the weak scattering limit. In the weak scattering limit
the backscattering by each particle in the fibre is neglected, so that only the scattering
of the transverse pump field into the fibre leads to a force onto the particles. In this
case the forces on the particles arises due to interference between these fields scattered
into the fibre by the particles. Thus for the weak scattering limit we set ζ = r = 0.
So let us investigate how accurate the actual interactions can be approximated in this
limit.
The scattering efficiency for backscattering of a guided mode by a particle can be written
as [47]

η̃bw = |r|2 = ~ωRbw

Pz
= ~ωγbwρee

Iz · A
= ~ωγguid

4AIsat
1

1 + 4∆2/Γ2 , (3.37)

with the emission into the backscattered field γbw = γguid/2 and incoming intensity Iz
leading to a power Pz. Consequently, the part transmitted by a particle is the remaining
part which is not reflected and not scattered into radiation modes η̃rad

|t|2 = 1− η̃bw − η̃rad. (3.38)
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3.5. Weak scattering limit

We assume that the emission into the radiation modes γrad is approximately the free
space emission Γ, which is a good approximation according to [47] and find

η̃rad = ~ωΓradρee
Iz · A

≈ ~ωγρee
Iz · A

= ~ωΓ
2AIsat

1
1 + 4∆2/Γ2 (3.39)

and, thus
|t|2 = 1− ~ω(γguid/2 + Γ)

2AIsat(1 + 4∆2/Γ2) . (3.40)

Recalling the definition of the reflection and transmission coefficients from eq. (3.11)
one can find |r|2 + |t|2 = 1− 2|t|2= (ζ) and it follows

η̃rad = 2|t|2= (ζ) . (3.41)

So the imaginary part of ζ reads

= (ζ) = η̃rad
2|t|2 = 1

2
~ωΓ

2AIsat (1 + 4∆2/Γ2)− ~ω (γguid/2 + Γ) . (3.42)

With

r = |r|eiφr , (3.43a)
t = |t|eiφt , (3.43b)

it follows
ζ = −ir

t
= −i|r|

|t|
ei(φr−φt). (3.44)

The phases can be found when knowing the imaginary part of ζ. For Cesium atoms
with radius r = 200 nm, the fiber cross section area A = r2π, the Cesium D2-line
ω ≈ 2.2 · 1015 Hz with Γ = 33 · 106 1/s and the mass of Cesium m ≈ 220 · 10−27 kg,
Isat = 1.65 mW/cm2 and a detuning ∆ = 100 Γ we find

ζ = 3 · 10−3 + 7.2i · 10−5. (3.45)

Fig. 3.3 compares the forces acting on the particles using this small value of ζ and
setting ζ = 0. For small particle numbers the forces are almost equal, but for large
particle numbers they are totally different. Even a small backscattering leads to large
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(a) (b)

(c) (d)

Figure 3.3.: Comparison between the forces on the particles for ζ = 0 (blue) and for
ζ = 3 · 10−3 + 7.2i · 10−5 (orange), when separated at a distance di = λ. Figure (a) and
(b) compare the forces acting on the particles depending on the number of particles in the
chain. Fig. (a) shows the force on the first particle and Fig. (b) on a particle near the
center of the chain (i = N/2 for even particle numbers and i = (N − 1)/2 for odd particle
numbers). Fig. (c) and (d) compare the forces on all particles for a chain with 50 and
500 particles.
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effects for large particle numbers as every particle reflects a small part of the field.
Interestingly the effect is larger for particles at the beginning or the end of the chain
than for particles in the centre. In the latter case the backscattering effects from both
sides of the particle cancel each other, while the particles at the outer side “see” the
reflection of all particles along the chain. In summary the weak scattering limit is a
good approximation for small system sizes up to ≈ 50 − 70 particles, but for larger
particle numbers we have to consider backscattering effects.
The weak scattering limit has the advantage that for this case the forces acting on the
particles can be written as the sum of two particle forces

Fi =
N∑
i=1

fpair(xi, xj) =
N∑
i=1

∑
k

σscIk cos (k (xj − xi))
c

. (3.46)

In that case we can even define a potential U(x1, . . . , xN) such that

Fi = −∂xiU(x1, . . . , xN). (3.47)

Note that when choosing ζ 6= 0 the forces are not conservative and no potential could
be defined for more than two particles.
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Part I.

Self-ordering and stability of laser
illuminated point particles near the

fibre
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4. Introduction

Particles trapped along a nanofibre collectively scatter and reorder the fibre field in a way,
so that they build their own trap [16]. Here, the fibre field is generated by interference
between the scattered and the pump field. The particles order in a way so that they
trap high field intensities between them, which reminds of a self assembled cavity QED
system. In this chapter we study the stability of these self-ordered configurations. In
such configurations all forces on the particles vanish and the particles experience a
restoring force when shifted from their equilibrium position. The particles then start to
oscillate around their trapping position with frequencies depending on the intensity and
frequency of the pump field, the coupling constant ζ, the mass of the particles and the
number of particles in the chain. For large system sizes scattering and absorption of
the light field can be very strong and destabilize the structure.
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Collective scattering and oscillation modes of
optically bound point particles trapped in a single

mode waveguide field

Daniela Holzmann1 and Helmut Ritsch

Collective coherent scattering of laser light induces strong light forces between po-
larizable point particles. These dipole forces are strongly enhanced in magnitude and
distance within the field of an optical waveguide so that at low temperature the particles
self-order in strongly bound regular patterns. The stationary configurations typically
exhibit super-radiant scattering with strong particle and light confinement. Here we
study collective excitations of such self-consistent crystalline particle-light structures as
function of particle number and pump strength. Multiple scattering and absorption
modify the collective particle-field eigenfrequencies and create eigenmodes of surpris-
ingly complex nature. For larger arrays this often leads to dynamical instabilities and
disintegration of the structures even if additional damping is present.

Optics Express 23, 31793-31806 (2015) doi:10.1364/OE.23.031793

1D.H. performed all of the calculations in this publication, while H.R. contributed in an advisory role.
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5.1. Introduction

Laser light scattering off free particles is accompanied by momentum transfer and
thus forces. If the incident light fields are far detuned from any optical resonance,
energy absorption and spontaneous re-emission play only a minor role and a coherent
redistribution of photon momenta determines the force. As such coherent scattering
from different particles largely preserves the laser phase, these fields interfere and thus
the resulting force on each particle depends on its distance to nearby particles and
acquires a collective nature, which depends on all other particle positions [66; 67]. While
in a 3D geometry the interaction strongly decays with distance and is averaged out by
phase randomization from particle positions and motion, in regular particle arrays or in a
spatially confined geometry, this interaction can become very strong [68; 69]. Particularly
strong effects appear if the light fields are optically confined in resonators [70], guided
by optical structures as mirrors [71] or confined in waveguides [15; 16; 72; 73]. Besides
cold dilute gases, closely related effects have been studied using various kinds of nano-
particles in solution [74–76].
Following first predictions by Chang and coworkers for near resonant weak pumping
of atomic dipoles [15; 73], we have recently shown that cold particles illuminated far
of resonance, who can freely move along or within an optical nano-fiber field, tend
to form regular but complex optical structures through optical long range coupling.
They collectively scatter light into the fiber mode and self-trap in the optical potential
generated by interference of the scattered light and the pump field [16]. Surprisingly we
see that not only the light confines the particle motion but the particles also confine the
light forming Bragg like atom mirrors at their outer edges. Numerical simulations predict
that in certain cases even more complex structures as cavity arrays are self-formed by
the particles [72]. This potentially generates a self-ordered cavity QED system with
strong particle photon coupling via so called atomic mirrors [77]. While such dipole
energy minimizing configurations were also studied for conventional 1D optical lattices,
they could be shown to be generally unstable [78].
In this work we theoretically study the dynamics and stability of such self-organized
cavity QED systems. Already in our previous work we could identify configurations
where all forces on the particles vanish and one gets a restoring force towards these
equilibrium positions for small shifts for each particle. Nevertheless, displacing one
particle immediately changes the fields at all other particle positions and creates
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perturbation forces on them. Here we cannot expect any energy conservation for the
particle motion as we are dealing with an open system where the pump laser forms a non
depleting energy and momentum reservoir [79; 80]. Hence perturbing one particle induces
nonconservative collective motion of all particles. Eventually these oscillations exhibit
exponential growth and lead to a disintegration of the whole structure. A central aim
of this work is to calculate and study the frequencies and stability of the corresponding
linearized eigenmodes of the coupled atom field systems and their application to induce
tailored long range interactions in this system. Of course the system is inherently
nonlinear so that the full dynamics can only be captured numerically.
Our work is organized as follows. First we quickly overview the results of our recent
paper [16]. Out of these, in order to investigate the stability of the particles, we linearize
the forces acting on the particles around their equilibrium positions. Calculating the
eigenvalues of the so obtained coupling matrix we find a condition which enables and
limits the formation of stable configurations. With this we first study configurations
in the negligible coupling limit and then pass over to more realistic complex coupling
parameters.

5.2. Scattering matrix approach to light induced
motion in 1D

Let us first briefly recall our previously developed multiple scattering approach to
calculate the stationary fields and forces on a linear array of particles with transverse
illumination as schematically depicted in Fig. 5.1 [16] . For a given spatial arrangement
of point scatterers in the field of a 1D waveguide the light field can be calculated
by a scattering matrix approach [64; 80–82]. The contribution of each particle is
represented by a single 3× 3 matrix parametrized by an effective coupling constant ζ
proportional to its linear polarizability α̃ and the field mode amplitude at its position.
This determines the interaction between the particle and the fiber mode as well as
the scattering amplitude in and out of the fiber η. The transmission and reflection
coefficients are related to the coupling constant via t = 1/(1− iζ) and r = iζ/(1− iζ).
For symmetric scattering the coupling between the amplitudes left and right of a particle
can then be expressed using the following beam splitter matrix MBS [16]
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Figure 5.1.: A 1D array of point particles scattering light in and out of an optical
nano-structure can be modelled as a collection of beam splitters interacting with a plane
wave.


Aj

Bj

η

 = 1
t


t2 − r2 r 1√

2(t− r)
−r 1 − 1√

2
0 0 t



Cj

Dj

η

 =


1 + iζ iζ 1√

2(1− iζ)
−iζ 1− iζ 1√

2(iζ − 1)
0 0 1



Cj

Dj

η

 ,
(5.1)

where Bj, Cj, η are the incoming fields allowing to determine the outgoing fields Aj, Dj ,
cf. Fig. 5.1. These in turn are used as inputs to neighbouring scatterers as Cj−1 =
Aj exp(ik(xj − xj−1)) and Dj−1 = Bj exp(−ik(xj − xj−1)). Multiplying all the matrices
including the propagation phase shifts then allows to determine the field distribution
corresponding to the momentary particle positions. Note that we neglect the propagation
time of the light within the structure compared to particle motion.
Using simple arguments based on the Maxwell stress tensor the momentary field then
determines the optical force on the j-th particle along the x-axis [64; 83]:

Fj = ε0
2
(
|Aj|2 + |Bj|2 − |Cj|2 − |Dj|2

)
. (5.2)

We will use this optical force then as ingredient to obtain Newton’s equations for the
particle motion, where we add damping describing additional light or background gas
induced friction. In previous work we and others have seen that under quite general
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conditions stationary equilibrium positions can be found, where all particles are force
free and feel a restoring force against small shifts. However, in contrast to a standard
1D optical lattice, the absence of a force does not enforce an unaltered propagation
of the light [64] but just guarantees a balance between internal and external light
scattering [16]. Following Ref. [64] and including a linear friction term proportional to
µ the equations of motion for the point particles of mass m then read:

mẍj = −µẋj + Fj(x1, . . . , xN). (5.3)

Stationary structures require Fj(x1, . . . , xN) = 0 for all j. Here these are not simple
equidistant lattices, but rather complex particle arrangements with regular central parts
including the formation of Bragg like reflectors at both ends of the equilibrium particle
distribution denoted as x(0)

j [16].

5.3. Collective excitations around equilibrium positions

When a particle is weakly displaced from its equilibrium xj(t) = x
(0)
j + ξj(t), it feels a

restoring force and at the same time induces a global light field modification generating
forces on all other particles. Once set free the perturbed particles start a correlated
oscillatory motion around their equilibrium positions x(0)

j . In the following we study
the spatial properties and eigenfrequencies of such small amplitude particle oscillations
analogous to phonons of a lattice. Note that the existence of a stationary stable
equilibrium configuration does not guarantee stability with respect to even very small
such collective oscillations, which in general can grow in amplitude and disintegrate the
particle array.
A Taylor expansion of the forces gives the following set of coupled differential equations

mξ̈j = −µξ̇j +
N∑
l=1

Djlξl, (5.4)

with nonlocal coupling matrix

Djl = ∂

∂xl
Fj(x1 = x

(0)
1 , . . . , xN = x

(0)
N ) = lim

ξ→0

1
ξ
Fj(xv = x(0)

v + δlvξ, v = 1, . . . , N).
(5.5)
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Note that these coupling constants would be an ideal basis for a coupled oscillator
model in the ultracold gas limit. For the classical point particle model here we simply
use the ansatz ~ξ = ~Aeiωt in equations (5.4) and solve for the eigensystem of D, where
the oscillation frequencies can be calculated from the eigenvalues λν via

ων = iµ±
√
−µ2 − 4mλν
2m , (5.6)

yielding the linearized solutions:

ξj =
(
Aje

i
√
−µ2−4mλν

2m t +Bje
−i
√
−µ2−4mλν

2m t
)
e−

µt
2m . (5.7)

The eigenfrequencies include a real part describing damping or antidamping depending
on its sign. If positive, it leads to an amplification of the oscillation amplitude and
the particles can not form a stable stationary configuration. Hence, to ensure stable
configurations the eigenvalues have to fulfil the condition [64]:

m(=(λν))2 ≤ −µ2<(λν). (5.8)

Note that added damping can restore the stability only as long as all real parts of the
eigenvalues are negative. Without external friction, µ = 0, Eq. (5.7) simplifies to

ξj = Aje
i
√
−λν
m +Bje

−i
√
−λν
m (5.9)

and as long as we have no imaginary parts of the eigenvalues λν and the real parts are
negative the particles are simply oscillating around their equilibrium position.

5.3.1. Negligible mode coupling limit ζ = 0

In the special case when particle mode coupling is very weak but we have a strong
transverse pump field applied, one can set ζ = 0 while still keeping a nonzero scattering
into the fiber, thus η 6= 0. Here the scattering of the field by the particles within the
fiber is neglected and any two particles interact equivalently. As predicted before [15]
and also found by us in Ref. [16], in this limit the particles in a stationary state are
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equidistantly distributed and the transfer matrix can easily be calculated explicitly:

MTM = (MBS ·P(d))N−1 ·MBS = MN−1 ·MBS. (5.10)

Here the collectively scattered field intensities are symmetric to right and left and read

Iol = Ior = Iη
2

(
sin(Nkd2 )
sin(kd2 )

)2

(5.11)

and for the force on the j-th of N particles we get:

Fj = −Pη cos (Nkd/2) sin ((2j −N − 1)kd/2)
sin (kd/2) , (5.12)

with Pη = Iη/c the radiation pressure resulting from the transverse pump field.
This force vanishes for different lattice constants d = (2n− 1)λ/(2N) with n ∈ N giving
potential stationary solutions. We will now calculate the linearized coupling matrices D
for a small displacement of the l-th particle within such a solution. For the amplitude
perturbation at the j-th cloud from displacing the l-th cloud by ξ = εk we have to
distinguish between the two cases if it is at the right or left side of the displaced l-th
cloud: 

Aj

Bj

η

 = MN−j+1P(−d)




0
DN

η

+ ε


0
b

0


 , (5.13)

with the perturbation ~b. For j < l the amplitudes can be calculated as follows
Aj

Bj

η

 = Ml−jP( ε
k

)MBSP(− ε
k

)P(d)MN−lP(−d)




0
DN

η

+ ε


0
b

0


 . (5.14)

Let us first look at the stability of the solution with the maximal possible lattice distance
n = N , i.e. d = (2N − 1)λ/(2N), where the force on the j-th particle induced by the
perturbation of the l-th particle reads:

Fj

(
d = 2N − 1

2N λ
)

=


Pηε sin

(
|j−l|π
N

)
, for j 6= l

−Pηε
cos( π

2N )
sin( π

2N ) , for j = l,
(5.15)
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and so Djl = k
ε
Fj is:

Djl = Pηk

(
sin

(
|j − l|π
N

)
− δjl cot

(
π

2N

))
. (5.16)

D is a symmetric matrix with all eigenvalues λν real and as it is a circulant matrix,
they and the eigenvectors ~zν can easily be calculated to give:

λν = −2Pηk
cot

(
π

2N

)
sin2

(
π(ν−1)
N

)
cos

(
π
N

)
− cos

(
2π(ν−1)

N

) , ~zν =
(
e

2πi(ν−1)(j−1)
N

)N
j=1

. (5.17)

As we have seen in Eq. (5.9), stably oscillating configurations require real and negative
eigenvalues. Hence this configuration is stable and we find N phonon modes with
frequencies

ων =

√√√√√Pηk

m

cot
(
π

2N

)
+

sin
(
π
N

)
cos

(
π
N

)
− cos

(
2π(ν−1)

N

)
 = ω2,0

√√√√√ cot
(
π

2N

)
sin2

(
π(ν−1)
N

)
cos

(
π
N

)
− cos

(
2π(ν−1)

N

) ,
(5.18)

where we have defined ω2,0 =
√

2Pηk
m

as binding oscillation frequency for two particles at
ζ = 0. As expected from translation invariance of the system, the lowest ν = 1-mode
corresponding to the center of mass motion has a zero eigenfrequency. Interestingly our
result exactly coincides with the prediction based on nonlocal fiber enhanced resonant
dipole-dipole interaction obtained before in Ref. [15]. In the limit of large particle
numbers we find:

ων ≈ 2(ν − 1)ω2,0

√
N

π(3 + 4ν(ν − 2)) . (5.19)

Consequently the particle binding frequency grows with
√
N for large particle numbers

stiffening the structure with particle number. Fig. 5.2 shows the phonon frequency as
a function of mode number for different particle numbers. It demonstrates that the
second and the N -th mode posses higher frequencies than all the other modes which are
almost degenerate. It is now interesting to see how the atoms interact with respect to
their distance. For this we insert Eq. (5.5) into Eq. (5.4) and calculate the perturbation
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Figure 5.2.: Phonon frequency as a function of the phonon mode ν for ζ = 0 beginning
with ν = 2. The blue line corresponds to N = 3, the red line to N = 5, the green line to
N = 10, the violet line to N = 20, the orange line to N = 40 and the grey line to N = 50.

induced forces explicitly:

Fj = Pηk

∑
l 6=j

sin
(
|j − l|π
N

)
(ξl − ξj)

 , (5.20)

exhibiting a coupling between the oscillators proportional to sin
(
|j−l|π
N

)
depending on

the distance |j − l| and particle number N . Maximum coupling occurs between center
and boundary particles at N = 2|j − l| and it vanishes for |j − l| � N .
Let us now insert other zero force solutions at smaller distances dn = 2n−1

2N λ into
Eq. (5.5). Here we can explicitly calculate the eigenvalues in the limit of large particle
numbers

λν = Pηk
2(2n− 1)2

4(ν − 1)2 − (2n− 1)2 . (5.21)

As according to Eq. (5.8) fully stable configurations are only possible if all eigenvalues
are negative, we see that the first case, n = N , was the only stable configuration with a
distance below λ. An example how the particles evolve over time is plotted in Fig. 5.3,
where we compare stable configurations setting n = N (Fig. (a)) with unstable ones
setting n = N − 1 (Fig. (b)). Note that starting from a stable configuration we obtain
correlated oscillations of particles and fields around the stable position with a slow
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Figure 5.3.: Ten particles evolving over time with only transverse pump and ζ = 0. In
Fig. (a) we have chosen d = 2N−1

2N λ (n = N) as initial condition slightly perturbed by
ξinitial = 0.1λ, while in Fig. (b) the particles are initially positioned at an unstable zero
force distance d = N−1

N λ (n = N − 1). τ2,0 is defined as τ2,0 = 2π
ω2,0

.

nonlocal excitation transfer between the sites. At negligible coupling, ζ = 0, one finds
neither damping nor amplification of the oscillation modes but we still see a higher light
intensity confined at the center of the structure. Starting from an unstable zero-force
configuration the particles keep their position only for a short time until two particles
collapse and the other particles reorder. Nevertheless, also this new configuration is not
stable and the whole order disintegrates.

5.3.2. Collective dynamics for finite particle field interaction
parameter ζ

Particles within the fiber mode will not only couple pump light in and out of the fiber,
but also scatter it to the opposite propagation direction, into free space or absorb
it. This is effectively described by a non-zero complex value of ζ [64]. As a first
consequence this immediately leads to spatially inhomogeneous fields in the mode and
thus non-equidistant stationary configurations, which, in general, do not allow for
analytic treatment. Although the equation for the force (5.2) still looks very simple,
its explicit form gets already complicated for more than three particles and even the
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zero-force points can not be found analytically. Hence to still get some analytical
insights we first study systems of only two and three particles.

Two particles

For two particles with no fields injected along the fiber, the light scattered by one
particle only interferes with the light scattered by the second particle. Translation and
spatial inversion invariance of the system here implies a vanishing sum of the forces on
the two particles as long as we neglect asymmetric chiral coupling [84]. The force as
function of the real part ζr and imaginary part ζi then depends only on particle distance
d [16]:

F1 = −F2 = Pη|1− iζ|2 cos(kd)
4 (|ζ|2 + ζi) cos2(kd2 ) + 2ζr sin(kd) + 1

, (5.22)

and the zero force distances d0 = λ
2

(
1
2 + n

)
, n ∈ N are independent on ζ. Interestingly

even for strongly absorbing particles as e.g. gold nano-particles ζi >> ζr, we thus
obtain the same force free binding distances [69]. Intuitively this can be understood
from the π/2 relative phase shift of the two scattered fields at this distance preventing
interference. To study the stability and strength of binding we calculate the coupling
matrix D:

Djl = (−1)l−j Pηk|1− iζ|
2 (sin(kd) (2|ζ|2 + 2ζi + 1) + 2ζr)

(2 (cos(kd) + 1) (|ζ|2 + ζi) + 2 sin(kd)ζr + 1)2 , (5.23)

and its eigenvalues. Inserting the zero force distances d =
(

1
4 + n

)
λ the nonzero

eigenvalue reads
λ2 = 2kPη|1− iζ|2

1 + 2(|ζ|2 + ζi − ζr)
, (5.24)

and for d =
(

3
4 + n

)
λ we get the same eigenvalue with opposite sign. As the non-zero

eigenvalue for the latter case is real and negative, these are stable configurations. The
phonon frequency characterizing the optical binding strength then reads:

ω = ω2,0

√√√√ |1− iζ|2
1 + 2(|ζ|2 + ζi − ζr)

, (5.25)
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Figure 5.4.: Fig. (a) shows the phonon frequency ων as a function of the real part of
the coupling constant ζr. The blue line corresponds to ζi = 0, the red line to ζi = 1

9 and
the green line to ζi = 1

2 .
Fig. (b) shows the phonon frequency ων as a function of the imaginary part of the coupling
constant ζi. The blue line corresponds to ζr = 0, the red line to ζr = 1

9 and the green line
to ζr = 1

2 .
We can see that the function goes to ω2,0√

2 for large values of ζ. For the real part of ζ we
can find a maximum for ζr > 0.

which for large values of ζ stays finite and converges to ω2,0√
2 below the noninteracting value.

Nevertheless for real ζ ω2 reaches a maximum of ω2,0

√
3 +
√

5 at ζ ' 0.618 (Fig. 5.5(a)),
while we find a minimum coupling frequency for blue detuning at ζ ' −1.618 of
ω2 = ω2,0

√
3−
√

5 (Fig. 5.5(b)). The dynamics in these two extreme cases is shown in
figure 5.5. Note that in both cases we can observe that the particles and fields oscillate
and are periodically pushed apart whenever the intensity of the light trapped between
them is maximal. Note that even in the blue detuned case for low field seeking particles
we find stable trapping but much slower oscillations, i.e. weaker confinement.

Three particle dynamics

Let us now add a third particle. Due to symmetry we will restrict ourselves to equidistant
configurations and calculate the total transfer matrix. Again the amplitudes of the
electric field to the left and right of the particles yield the forces acting on the particles,
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5.3. Collective excitations around equilibrium positions

Figure 5.5.: Two particles evolving over time with only transverse pump oscillating after
a small perturbation with maximal frequency at ζ = 0.618 (a), and minimal frequency at
ζ = −1.618 (b).

where as a consequence of symmetry the force on the middle particle is zero and the
remaining two sum up to zero, i.e.:

F1 ' Pη (cos(kd) + cos(2kd)− ζ(2 sin(2kd) + sin(3kd) + sin(4kd))) +O[ζ]2, (5.26a)
F2 = 0, (5.26b)
F3 = −F1. (5.26c)

Here the general expressions are complex so that we only present some special cases
to exhibit the stability of the particles. For real ζ = 1

9 only one stable equidistant
configuration exists with d1 = d2 ' (0.8276 + n)λ. Adding an imaginary part, ζ = 1+i

9 ,
the stationary distances are enlarged to d1 = d2 ' (0.8305+n)λ. As shown in Fig. 5.6 the
trajectories of the particles here show surprising features. Although the stationary state is
symmetric with respect to the middle particle, a small perturbation from this equilibrium
induces an intricate superposition of two oscillations, namely fast relative oscillations
superimposed on a much slower and large amplitude a center of mass oscillation. As the
system possesses translational invariance implying momentum conservation, it could
be expected in principle to not allow any center of mass oscillations. This is at first
sight also confirmed by the oscillation eigenvalues {0,−3.83Pηk,−3.51Pηk} calculated
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Figure 5.6.: Three particles evolving over time with only transverse pump, ζ = 1
9 (a),

ζ = 1+i
9 (b) and a small perturbation ξinitial = 0.1λ.

for real ζ = 1/9 with eigenvectors

z1 = 1√
3


1
1
1

 , z2 =


0.287
−0.914
0.287

 , z3 = 1√
2


−1
0
1

 . (5.27)

The eigenvalue λ1 corresponding to the center of mass oscillation z1 is indeed zero.
However, we can see that the eigenvector z2, corresponding to the case where two
outer particles oscillate together against the middle particle includes a center of mass
oscillation, as the middle particle moves much more then the sum of the outer two. This
is also clearly visible in figure 5.6. At this point we have to recall that we have a strongly
coupled atom field system where the pump laser constitutes an external energy and
momentum reservoir, which can provide or accept momentum from the particles and
conservation is only true for the combined atom field system. The asymmetric oscillation
z2 thus periodically channels momentum in and out of the light field inducing these
unexpected center of mass oscillations. The dynamics gets even more complicated if we
allow for light absorption and investigate the eigensystem for an imaginary coupling
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5.4. Numerical studies of the dynamics of larger ensembles

constant, ζ = 1+i
9 . We find the eigenvalues {0,−2.98Pηk,−2.89Pηk} with eigenvectors

z1 = 1√
3


1
1
1

 , z2 =


0.349
−0.869
0.349

 , z3 = 1√
2


−1
0
1

 . (5.28)

Again we observe a large amplitude center of mass oscillation due to the non inversion
symmetric initial perturbations which lead to even amplified center of mass motion.
Hence we see that while we have stationary equilibrium configuration, the system tends
to disintegrate due to dynamical instability when no external friction force is provided.

5.4. Numerical studies of the dynamics of larger
ensembles

While the momentary light field for a given configuration of many particles can still
be found by simple matrix multiplication, the explicit expression for the forces soon
becomes prohibitively complicated and their common zeros cannot be analytically
obtained any more. Numerically, however, this still can be done efficiently even for
hundreds of particles and the solutions of the corresponding dynamical equations of
motion are still possible. In order to capture typical features of the resulting many
particle dynamics but still obtain readable plots, here we study the case of ten particles
for various coupling strengths and damping. Fig. 5.7 compares the time evolution
for real polarizability ζ (Fig. 5.7(a)) with the case of partial absorption, where ζ also
possesses a small imaginary part (Fig. 5.7(b)). In the first case a small perturbation
simply induces small correlated oscillations in the vicinity of local field maxima with
some slow energy exchange between the particles. In the second case with absorption,
the particles start to oscillate first, but these oscillations grow until one reaches the
nonlinear regime leading to a complete destruction of the order. As shown in a recent
paper [16] one can still find a stable configuration for this case in the over damped limit.
The mathematical origin for this instability is that due to the imaginary part of ζ the
eigenvalues also acquire imaginary parts. This instability still can be suppressed up to
a limiting value by introducing an additional friction coefficient as in Eq. (5.8).
We had demonstrated that in the weak-coupling-limit, ζ = 0, one has stable oscillatory
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Figure 5.7.: Ten particles evolving over time with only transverse pump, ζ = 1
9 (a),

ζ = 1+i
9 (b) and a small perturbation of ζinitial = 0.001λ. Fig. (c) shows the oscillation of

the particles. Here we magnify the trajectories of Fig. (a) and plotted a range of 0.01λ.
In the second case the particles, first, start to oscillate around their equilibrium positions,
but the perturbation leads to antidamping, which, in the end, destroys the configuration.
The eigenvalues of the first case are all negative and real, while the eigenvalues of the
second case acquire positive and negative imaginary parts.
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5.4. Numerical studies of the dynamics of larger ensembles

solutions without the need of damping. Introducing ζ 6= 0 this behaviour is often
lost and even for rather small perturbations the particle oscillations grow beyond the
linearized regime. This leads to the collapse of the particle structure and they are
expelled to the sides. It is now interesting to study the grade of instability in such a
system, which turn out to be very parameter and size sensitive. To quantitatively show
this we compute the eigenvalues of D and examine the real parts of them characterizing
the magnitude of the corresponding instabilities. The maximum real part of all the
nonzero eigenvalues of D is plotted in Fig. 5.8 as a function of real and imaginary part
of ζ for different system sizes N . If this value is negative, in principle one can always
add enough extra damping to stabilize the configuration, while a positive value implies
dynamical instability in any case. The figures show that for odd particle number we
get a boundary line to the left of which at least one eigenvalue is positive and Eq. (5.8)
thus predicts an instability, which can not be removed by damping. For negative real
ζ and even particle numbers (Fig. (b) and (d)) we find stable configurations with
negative eigenvalues but they are very very close to zero. In this case the system is very
sensitive to small perturbations and needs strong extra damping for stabilization. Here
in numerical simulations we often find unstable dynamics despite using a nominally
stable parameter set, as validity of the linearized equations is very limited.
An analogous phenomenon occurs for large particle numbers (Fig. (d)) and large
values of ζr. In this case it is difficult to distinguish between stable configurations with
eigenvalues close to zero and unstable configurations. We can observe that for large ζ
positive eigenvalues appear, especially for imaginary ζ, which prevent the formation
of stable configurations. In general only for small and mostly real ζ (blue region in
Fig. 5.8 ) robust stable configurations can be expected.
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Figure 5.8.: Maximum real part of the nonzero eigenvalues as function of real and
imaginary part of ζ. Fig. (a) corresponds to N = 5 particles, (b) to N = 10, (c) to N = 15
and (d) to N = 20. Black lines show the zero value contour lines.
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5.5. Conclusions

5.5. Conclusions
Coherently illuminated particles in a 1D trap order in strongly bound regular arrays
induced by the interference of the scattered and pump light. If the scattered light is
guided by nano-optical waveguide structures one finds very strong binding and long
range order with phonon frequencies growing approximately with the square root of
the particle number. In general the scatterers arrange in configurations, where the
scattered light is resonantly confined within the structure to maximize the optical
trapping potential for the particles. This can be seen as a controllable prototype 1D
implementation of an atom light crystal. In this regime absorption and scattering of
the fields by the particles within the waveguide create a strongly nonlinear dynamical
response of the system, which limits the size of stable arrays even in the presence
of additional friction forces. This hints at the possibility to create self-ordered nano-
cavity QED systems where the particles simultaneously form the resonator via atom
mirrors [85] as well as the optical active system. As a next task towards a quantized
field treatment one of course would need to estimate the magnitude of the self-ordered
single photon coupling strength, which requires a sort of dynamic mode description.
Generalizations to several frequencies, polarizations or higher order transverse modes
should generate even more intriguing complex physics. In principle similar mechanisms
should also be at work in planar 2D setups [76] leading to even stronger transverse light
confinement and limiting the extension of optical matter.
Acknowledgements: We thank D. Chang for helpful discussions. This work has

been supported by the Austrian Science Fund (FWF) through SFB Foqus project F4013.
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6. Detailed calculations

In this section the single steps to find the oscillation frequency of the shifted particles
in the weak scattering limit from eq. (5.18) are explained and the restoring forces (5.20)
calculated.
In the weak-scattering-limit the beam-splitter-matrix (3.16) reads

MBS =


1 0 1√

2
0 1 − 1√

2
0 0 1

 . (6.1)

We define the following matrix M

M = MBS ·P(d), (6.2)

with

MN =


eikdN 0 eikdN−1√

2(−1+eikd)
0 e−ikdN

eikd(e−ikdN−1)
√

2(−1+eidk)
0 0 1

 . (6.3)

For an equidistant lattice the amplitudes can be calculated by
A1

0
η

 = (MBS ·P(d))NP(−d)


0
DN

η

 = MNP(−d)


0
DN

η

 , (6.4)

with B1 = CN = 0. For the outgoing amplitudes at both side of the system then follows

A1 = DN = (eikdN − 1)η√
2(eikd − 1)

. (6.5)
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6. Detailed calculations

Furthermore, the eigenvectors ~u, ~v, ~w and eigenvalues λ1, λ2, λ3 of M are

λ1 = eikd ~u =


1
0
0

 , (6.6a)

λ2 = e−ikd ~v =


0
1
0

 , (6.6b)

λ3 = 1 ~w =


1√

2(1−eikd)
eikd√

2(1−eikd)

1

 . (6.6c)

Using

P(−d)


0
DN

η

 = η


0

eikd(eikdN−1)√
2(eikd−1)

1

 = η ~w − η√
2(1− eikd)

~u− ηeikd(1+N)
√

2(1− eikd)
~v (6.7)

we find for the amplitudes to both sides of a particle j
Aj

Bj

η

 = MN−j+1P(−d)


0
DN

η


= MN−j+1

(
η ~w − η√

2(1− eikd)
~u− ηeikd(1+N)
√

2(1− eikd)
~v

)

= η ~w − ηeikd(N−j+1)
√

2(1− eikd)
~u− ηeikdj√

2(1− eikd)
~v, (6.8)

and consequently, the outgoing intensity to the left of the system yields
A1

0
η

 = η ~w − ηeikd√
2(1− eikd)

~v − ηeikdN√
2(1− eikd)

~u. (6.9)
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When displacing the l-th cloud by ξ eq. (6.9) changes to

η ~w − ηeikd√
2(1− eikd)

~v − ηeikdN√
2(1− eikd)

~u+ ξ

k


a

0
0



= Ml−1P(ξ)MBSP(−ξ)P(d)MN−l

η ~w − η√
2(1− eikd)

~u− ηeikd(1+N)
√

2(1− eikd)
~v + ξ

k
eikd


0
b

0


 ,

(6.10)

with the perturbations:

~a =


a

0
0

 = a~u (6.11)

and similar for ~b

~b =


0
b

0

 = b~v. (6.12)

We define ε = ξ
k
and A =


0 0 1
0 0 1
0 0 0

. Using P( ε
k
)MBSP(− ε

k
) = MBS + i ε√

2A +O(ε2),

we get

εa~u+ η ~w − ηeikd√
2(1− eikd)

~v − ηeikdN√
2(1− eikd)

~u =

Ml−1(MBS + iε√
2

A)P(d)MN−l
(
η ~w − η√

2(1− eikd)
~u− ηeikd(1+N)
√

2(1− eikd)
~v + εeikdb~u

)
.

(6.13)

Out of this relation, we find

a = iηeikd(l−1)
√

2
, (6.14a)

b = −iηe
ikd(N−l)
√

2
. (6.14b)
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6. Detailed calculations

Now we can calculate the amplitudes to the left of the j-th cloud in the perturbed
lattice. We have to distinguish between three cases. In the first case the j-th cloud is
at the right side of the displaced l-th cloud, thus j > l

Aj

Bj

η

 = MN−j+1P(−d)




0
DN

η

+ ε


0
b

0




= η ~w − ηeikdj√
2(1− eikd)

~v − ηeikd(N−j+1)
√

2(1− eikd)
~u− iε√

2
ηeikd(j−l)~v, (6.15)

and similar for the case where the j-th cloud is at the left side of the displaced cloud l
j < l 

Aj

Bj

η

 = Ml−jP( ε
k

)MBSP(− ε
k

)P(d)MN−lP(−d)




0
DN

η

+ ε


0
b

0




= η ~w − ηeikdj√
2(1− eikd)

~v +
(
ηeikd(N−j+1)
√

2(eikd − 1)
+ iε√

2
ηeikd(l−j)

)
~u. (6.16)

To calculate the difference of the intensities, we use Cj = Aj − η√
2 and Dj = Bj + η√

2
and get

|Aj|2 + |Bj|2 −
(
|Cj|2 + |Dj|2

)
= |Aj|2 + |Bj|2 −

(
|Aj −

η√
2
|2 + |Bj + η√

2
|2
)
. (6.17)

For j > l, then, this results in

|Aj|2 + |Bj|2 − (|Cj|2 + |Dj|2) = |η|2

2 sin
(
kd
2

) (ε cos
(
kd(2(j − l) + 1)

2

)

−ε cos
(
kd(2(l − j) + 1)

2

)
+ sin

(
kd(1− 2j)

2

)
+ sin

(
kd(1 + 2(n− j))

2

))
(6.18)

and, thus, we find for the force on the j-th particle due to the perturbation on the l-th
particle

Fj>l

(
d = 2N − 1

2N λ
)

= Iηε

c
sin

(
(j − l)π
N

)
. (6.19)
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For j < l, it yields

|Aj|2 + |Bj|2 − (|Cj|2 + |Dj|2) = |η|2

2 sin
(
kd
2

) (−ε cos
(
kd(2(j − l) + 1)

2

)

+ε cos
(
kd(2(l − j) + 1)

2

)
+ sin

(
kd(1− 2j)

2

)
+ sin

(
kd(1 + 2(n− j))

2

))
(6.20)

and, consequently, in this case we find for the force

Fj<l

(
d = 2N − 1

2N λ
)

= −Fj>l
(
d = 2N − 1

2N λ
)

= −Iηε
c

sin
(

(j − l)π
N

)
. (6.21)

Additionally, we have to treat separately the case where j = l. For this case the
amplitudes to the right of the beam-splitter j, Cj and Dj, have to be calculated as for
the case where j > l


Cj

Dj

η

 = M−1


Aj

Bj

η


j>l

=


Aj − η√

2
Bj + η√

2
η


= η ~w +

(
−ηeikdl√

2 (1− eikd)
+ η(1− iε)√

2

)
~v −

(
ηeikd(N−l+1)
√

2 (1− eikd)
+ η√

2

)
~u, (6.22)

and it follows

|Cj|2 + |Dj|2 = |η|2

4 sin2(kd2 )
(2− cos (kdl)− cos (kd(l −N))

−ε sin (kd)− ε sin (kd(l − 1)) + ε sin (kdl)) +O(ε2). (6.23)

The amplitudes to the left of the beam-splitter j = l have to be calculated as for the
case j < l 

Aj

Bj

η

 = η ~w − ηeikdl√
2(1− eikd)

~v +
(
ηeikd(N−l+1)
√

2(eikd − 1)
+ iε√

2
η

)
~u, (6.24)
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6. Detailed calculations

which leads to

|Aj|2 + |Bj|2 = |η|2

4 sin2(kd2 )
(2− cos (kd(N − l + 1))− cos (kd(l − 1))

+ε sin (kd)− ε sin (kd(l −N))− ε sin (kd(N − l + 1))) +O(ε2). (6.25)

With

|Aj|2 + |Bj|2 − (|Cj|2 + |Dj|2) = |η|2

4 sin2(kd2 )
(− cos (kd(l − 1)) + cos (kdl))

+ cos (kd(l −N))− cos (kd(N − l + 1)) + 2ε sin (kd) + ε sin (kd(l − 1))
+ε sin (kd(N − l))− ε sin (kdl)− ε sin (kd(N − l + 1))) , (6.26)

we obtain for the force on the perturbed lattice

Fj=l

(
d = 2N − 1

2N λ
)

= −
Iηε cos

(
π

2N

)
c sin

(
π

2N

) . (6.27)

Using Eq. (6.19), Eq. (6.21) and Eq. (6.27), we can easily read off Djl = k
ε
Fj:

Djl = Iηk

c

(
sin

(
|j − l|π
N

)
− δjl cot

(
π

2N

))
(6.28)

The matrix D is symmetric, thus all eigenvalues are real. Because it is also a circulant
matrix, the eigenvalues can be easily calculated [86]. Therefore, the matrix can be
rewritten in the following way

D =


a0 aN−1 . . . a2 a1

a1 a0 . . . a3 a2
... ... ... ... ...

aN−1 aN−2 . . . a1 a0

 = a01 +
N−1∑
i=1

Zi, (6.29)
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with

Z =



0 0 . . . 0 1
1 0 . . . 0 0
0 1 . . . 0 0
... ... ... ... ...
0 0 . . . 1 0


. (6.30)

The matrix Z has N different eigenvalues zk, which have the following form

zk = e
2πi(k−1)

N , (6.31)

with the eigenvectors

~zk =



1
zk

z2
k

z3
k
...
zNk


. (6.32)

All circulant matrices have the same basis of eigenvectors ~z with the eigenvalues

λν =
N−1∑
i=0

aiz
i
ν . (6.33)

Inserting Eq. (6.31) into Eq. (6.33), we obtain the eigenvalues λν for the matrix D

λν = −Iηk
c

cot
(
π

2N

)
+

sin
(
π
N

)
cos

(
π
N

)
− cos

(
2π(ν−1)

N

)


= −2Iηk
c

cot
(
π

2N

)
sin2

(
π(ν−1)
N

)
cos

(
π
N

)
− cos

(
2π(ν−1)

N

) . (6.34)

It ensues that the eigenvalues are all negative, which, according to Eq. (5.9), enables
the particles to form stable configurations at this distance, even if the lattice is slightly
perturbed.
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6. Detailed calculations

In the absence of damping, µ = 0, we find N phonon modes with frequency (5.18)

ων =

√√√√√Iηk

mc

cot
(
π

2N

)
+

sin
(
π
N

)
cos

(
π
N

)
− cos

(
2π(ν−1)

N

)


=

√√√√√2Iηk
mc

cot
(
π

2N

)
sin2

(
π(ν−1)
N

)
cos

(
π
N

)
− cos

(
2π(ν−1)

N

) = ω2,0

√√√√√ cot
(
π

2N

)
sin2

(
π(ν−1)
N

)
cos

(
π
N

)
− cos

(
2π(ν−1)

N

) , (6.35)

Inserting Eq. (5.5) into Eq. (5.4) we obtain the forces (5.20) acting on the particle j
when perturbing particle l:

Fj = Iηk

c

− cot
(
π

2N

)
ξj +

∑
l 6=j

sin
(
|j − l|π
N

)
ξl

 (6.36)

= Iηk

c

− cot
(
π

2N

)
+
∑
l 6=j

sin
(
|j − l|π
N

) ξj +
∑
l 6=j

sin
(
|j − l|π
N

)
(ξl − ξj)


(6.37)

= Iηk

c

− cot
(
π

2N

)
+

j−1∑
l=1

sin
(
lπ

N

)
+

N−1∑
l=1

sin
(
lπ

N

) ξj
+
∑
l 6=j

sin
(
|j − l|π
N

)
(ξl − ξj)

 (6.38)

= Iηk

c

− cot
(
π

2N

)
+

sin
(

(j−1)π
2N

)
sin

(
(j)π
2N

)
+ sin

(
(N−1)π

2N

)
sin

(
π

2N

)
 ξj

+
∑
l 6=j

sin
(
|j − l|π
N

)
(ξl − ξj)

 (6.39)

= Iηk

c

(− cot
(
π

2N

)
+ cot

(
π

2N

))
ξj +

∑
l 6=j

sin
(
|j − l|π
N

)
(ξl − ξj)

 (6.40)

= Iηk

c

∑
l 6=j

sin
(
|j − l|π
N

)
(ξl − ξj)

 . (6.41)
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Part II.

Finite range interparticle forces and
self-ordering in broadband illumination
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7. Introduction

A nice feature of nanofibres is, that they can guide a broad frequency spectrum.
Launching a broadband light field into the fibre changes the interaction properties of
the particles. Depending on the bandwidth of this field the interparticle forces decay
exponentially and one can tune the interactions from infinite range to nearest neighbor
interactions. In such a field the particles still self-order in stable configurations. In
this case the force between the particles is a special case of a Fourier cosine series
and, thus, the combination of various fields gives one the possibility to tune the forces
between the particles depending on the properties of these fields. So, by choosing
specific combinations of the intensities, frequencies and the bandwidths of the fields,
one can design different force shapes. This gives one even the possibility to turn off the
forces between special particle pairs.
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8. Publication

Tailored long range forces on polarizable particles
by collective scattering of broadband radiation

Daniela Holzmann1 and Helmut Ritsch

Collective coherent light scattering by polarizable particles creates surprisingly strong,
long range inter-particle forces originating from interference of the light scattered by
different particles. While for monochromatic laser beams this interaction decays with
the inverse distance, we show here that in general the effective interaction range and
geometry can be controlled by the illumination bandwidth and geometry. As generic
example we study the modifications inter-particle forces within a 1D chain of atoms
trapped in the field of a confined optical nanofiber mode. For two particles we find short
range attraction as well as optical binding at multiple distances. The range of stable
distances shrinks with increasing light bandwidth and for a very large bandwidth field as
e.g. blackbody radiation we find a strongly attractive potential up to a critical distance
beyond which the force gets repulsive. Including multiple scattering can even lead to
the appearance of a stable configuration at a large distance. Such broadband scattering
forces should be observable contributions in ultra-cold atom interferometers or atomic
clocks setups. They could be studied in detail in 1D geometries with ultra-cold atoms
trapped along or within an optical nanofiber. Broadband radiation force interactions
might also contribute in astrophysical scenarios as illuminated cold dust clouds.

New Journal of Physics 18 103041(2016) doi:10.1088/1367-2630/18/10/103041

Erratum in New Journal of Physics 18 119602(2016) doi:10.1088/1367-2630/18/11/119602
1D.H. performed all of the calculations in this publication, while H.R. contributed in an advisory role.
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8. Publication

8.1. Introduction

Light scattering from point like particles is connected to momentum and energy exchange
between the particles and the field. The interference of the fields scattered from different
particles in an extended ensemble leads to important modifications of the total force on
the ensemble [87; 88] and introduces long range inter-particle light-forces [89]. These
forces, which originate from coherent scattering stay sizable even if the light fields are
far detuned from any optical resonance [90]. The full coupled nonlinear interaction in a
cloud thus leads to a very rich and complex dynamics [91] including trapping, optical
binding [74; 92] and selfordering [75; 93]. Interestingly, many of the key physical effects
can already be found and studied in effective 1D geometries [72]. One particularly
interesting example are atoms coupled to 1D optical micro structures [11; 94] as
e. g. an optical nanofiber, where even a single atom can significantly modify light
propagation [77; 95; 96].
In a milestone experiment, Rauschenbeutel and coworkers recently managed to trap
cold atoms alongside a tapered optical nanofiber [11], a result which has been repeated
and improved in several new setups [58; 77; 97–99]. As a key consequence of the strong
atom-fiber coupling, optical dipole interaction and light forces between two atoms are
now mediated over basically the whole fiber length. Corresponding calculations of
the collective particle dynamics exhibit enhanced inter-particle forces supporting the
formation of periodical self-ordered regular arrays [15; 16; 72], where light and motion
is strongly coupled and correlated [100].
Even for large ensembles, illumination with monochromatic laser light generates a
translation invariant 1D geometry. To lowest order this implements equal strength
infinite range coupling of each particle to all the others [77]. At sufficiently low kinetic
temperature this induces crystallization of the particles and light fields with characteristic
phonon excitations [72; 77; 100; 101]. It has already been shown, that adding a second
laser frequency enhances particle-particle interaction at controllable distances [80]. Note
that using circularly polarized light, asymmetric chiral scattering and interaction can
be implemented in such systems as well to generate very exotic chiral spin models [102].
Here for simplicity we will assume transverse linear polarization though to keep inversion
symmetry.
In this work we generalize this coupled atom-field dynamics to incoherent light

with a large bandwidth and no stable phase relation between the different frequency
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Figure 8.1.: A 1D array of point particles scattering light in and out of an optical
nano-structure can be modelled as a collection of beam splitters interacting with a plane
wave.

components. Hence the incoming radiation field is space and time translation invariant,
but now possesses a finite correlation length. Surprisingly there appear substantial
and partly even enhanced inter particle forces, for which we can control the effective
interaction length via the spectral shape of the incoming radiation. Note that such
broadband finite range forces were recently also predicted and observed in a seminal
nano particle experiment with incoherent 3D illumination in a solution [103]. As the
corresponding full 3D model is rather complex to solve and understand, we will restrict
ourselves to a quasi 1D setup as mentioned above and depicted in 8.1 allowing an at least
partially analytic treatment. Nevertheless we expect the model to exhibit the essential
underlying multiple scattering physics. Note that instead of shaping the incoming light
spectrum, one can alternatively envisage to tailor the waveguide dispersion relation by
nano-structuring to manipulate propagation lengths [104; 105].
This work is organized as follows. We first generalize the basic definitions and dynamical
equations of the proven multiple scattering model for light forces in 1D systems [63;
64; 81; 106] towards fields with finite bandwidth, orthogonally impinging on small
particles in a 1D trap along an optical waveguide structure cf. 8.1. For two particles we
analytically calculate the resulting inter-particle forces as function of bandwidth and
separation. These results are then numerically extended to higher particle numbers
studying the self-consistent coupled particle field dynamics for small ensembles and
varying bandwidth. As a final case we will study temperature dependent forces in
thermal radiation fields.
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8.2. Multiple scattering approach for a point particle
chain in broadband light

Let us assume an incoming broadband radiation field with all the wavelength components
larger than the particle size and detuned from any optical resonance. The particles
move in a 1D trap close enough to an optical fiber so that they can coherently scatter
light into and out of the propagating fiber modes. For simplicity we assume a nanofiber,
which supports only a single transverse mode propagating in each direction and a single
peaked frequency distribution for the incident light field with center frequency ω0 and
width γ0. Its maximum intensity is I0 so that:

I(ω) = I0

π

γ0

γ2
0 + (ω − ω0)2 , (8.1)

which can be considered as a generic model of a broadband laser field or fluorescence of
a large atomic ensemble. The scattered field spectrum by a single point like scatterer
will than largely be proportional to the incoming distribution. For very broad light
fields as generated from an LED source or ultimately using blackbody radiation with a
very broad Planck spectrum, one would of course get corrections from the frequency
dependent scattering amplitude η. We will only address this limit a bit at the end of
this work.

8.2.1. Optical binding forces between two particles

To get some first insight we start with the simplest nontrivial example of two particles
at a distance d = x2 − x1 scattering light into the fiber. Inside the fiber the fields
scattered from the two particles will interfere and a part of the field scattered by the
first particle will be backscattered from the second one and vice versa. As shown in
previous work, this situation can be modeled by a beam splitter approach via a 3× 3
coupling matrix [16]. Each beam splitter is parametrized by a complex polarizability
ζ with dispersive part ζr, absorptive part ζi and an effective scattering amplitude η0,
which for simplicity we assume to be frequency independent. In this case the multiple
scattering can be summed to all orders and still allows for analytic calculations of the
total self-consistent fields and forces by integrating over the whole spectrum. Note that
as only the product of the spectral polarizability and the illumination spectrum appears
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in the calculations any frequency dependence can be absorbed into a more complex
effective pump distribution.
For two particles and small ζ = ζr + iζi [16] as well as small relative bandwidth γ0 � ω0,
integration over the whole frequency range (8.1) yields:

F1 = Iη0

πc

∫ ∞
−∞

γ0

γ2
0 + (ω − ω0)2 cos

(
ωd

c

)(
1− 2ζi cos

(
ωd

c

)
− 2ζr sin

(
ωd

c

))
dω

= Iη0

c

(
e−

γ0d
c cos

(
ω0d

c

)
− ζi

(
1 + e−2 γ0d

c cos
(

2ω0d

c

))
− ζre−2 γ0d

c sin
(

2ω0d

c

))
.

(8.2)

In contrast to the infinite range for a monochromatic field [16] we find an additional
exponential decay of the inter-particle force determined solely by the illumination
bandwidth. This behavior is exhibited in figure 8.2, where the forces on the first particle
for different bandwidths are compared. We still find stable configurations (optical
binding) at several different distances, which can be calculated from the zero-points of
the force in (8.2). Note that as a reference value we also have included the case of an
unrealistically broad distribution of width γ0 = ω0 to get some qualitative insight for
the infinite bandwidth limit.
For a stable point we need zero average force and that the derivative of the force on
the first beam-splitter with respect to distance is positive and negative for the second
one. Surprisingly for non-absorbing particles with vanishing imaginary part (negligible
absorption) of ζ, ζi = 0, these stable distances d0 do not depend on the bandwidth and
are equal as for a monochromatic case [16]:

d0 =
(3

4 + n
)
λ0, n ∈ N. (8.3)

When we also take absorption into account by introducing an imaginary part of ζ, this
adds extra outward radiation pressure to the force and shifts the stable distances to
larger values. Eventually for too large ζi no stable configuration can be found as shown
in figure 8.3 and 8.4. Note that scattering of light to non propagating field modes
simply appears as effective loss in the imaginary part ζi. Once knowing the forces we
can also simulate the coupled particle field dynamics for non-equilibrium conditions.
Adding some effective friction to particle motion we simply integrate the equations of
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Figure 8.2.: Light force on the left of two
particles as function of their distance d for
ζ = 1/9 and different bandwidths. Blue
corresponds to γ0 = 0, red to γ0 = 0.1 ω0,
green to γ0 = 0.5 ω0 and violet to γ0 = ω0.
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Figure 8.3.: Same as above for ζ = (1 +
i)/9. Blue corresponds to γ0 = 0, red to
γ0 = 0.1 ω0, green to γ0 = 0.5 ω0 and
violet to γ0 = ω0.
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Figure 8.4.: Optical binding distances d for two particles as a function of absorption
coefficient ζi for fixed dispersive component ζr = 1/9. Blue corresponds to zero bandwidth
γ0 = 0, red to γ0 = 0.1 ω0, green to γ0 = 0.5 ω0 and violet to γ0 = ω0. Solid lines show
stable while dashed lines show unstable configurations.
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Figure 8.5.: Trajectories of two
particles as a function of time for ζ =
1/9 and γ0 = 0.1 ω0.
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Figure 8.6.: Same as above for ζ = 1/9
and γ0 = ω0.

motion and let the coupled particle field system evolve towards stable configurations.
This is shown in figures 8.5 and 8.6, where such trajectories for different illumination
bandwidths γ0 are compared. Indeed the simulations confirm the independence of the
stable distance on the line width of the radiation. Note that in all cases the particles
act like resonators creating a field intensity maximum in between them, while they
themselves do not sit at either a field maximum or minimum as one might expect from
simple light shift considerations. As a clear signature of multiple scattering we also get
a strong spectral filtering response reminiscent of a Fabry Perot cavity from our particle
pair. While some frequencies are strongly confined, others are dominantly transmitted
depending on the particle distance. As a consequence the spectral distribution of the
intensity emitted into the fiber outside the particle pair is strongly modified from the
input. It also substantially changes with varying polarizability ζ and the line width γ0.
This is depicted in some typical examples in figure 8.7 and 8.8. Unexpectedly the
intensities are not spectrally symmetric, which is a consequence of the strong frequency-
dependent scattering of the beam-splitters. In this case some frequencies are filtered by
particles, while others can pass them. Which frequencies can pass does not only depend
on ζ and γ0 but also at which of the stable distances the particles order. Thus, one can
directly get information on the distance of the particles by measuring the frequency
distribution of the outgoing intensity.
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Figure 8.8.: Same as above for ζ = 1+i
9 .

Blue corresponds to γ0 = 0.1 ω0 and d =
0.77 λ0, red to γ0 = 0.1 ω0 and d = 1.8 λ0,
and cyan to γ0 = 0.3 ω0 and d = 0.83 λ0.

8.2.2. Forces and selfordering for several beam splitters

In principle determining the field distributions, the forces and stationary states for a
larger number of beam splitters is straightforward by multiplying the corresponding
scattering and propagation matrices. In practice, useful analytic results can only be
obtained by ignoring backscattering and setting ζ = 0 as multiple scattering leads
to very complex expressions. In contrast to the monochromatic case the particles in
steady state here are not equidistantly distributed, which leads to a much more complex
transfer matrix. Nevertheless, for ζ = 0 the transfer matrix still can be calculated
analytically for N particles and integrated over the frequency distribution to yield the
following expression for the total force:

Fj,N = Iη0

cπ

∫ ∞
−∞

dω
γ0

γ2
0 + (ω − ω0)2

N−1∑
l=j

cos
(
ω
∑l
i=j di

c

)
−

j−1∑
l=1

cos
(
ω
∑j−1
i=l di
c

)
= Iη0

c

N−1∑
l=j

e−
∑l

i=j
γ0di
c cos

(
ω
∑l
i=j di

c

)
−

j−1∑
l=1

e−
∑j−1

i=l
γ0di
c cos

(
ω
∑j−1
i=l di
c

) .
(8.4)
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a symmetric configuration of six particles
as a function of bandwidth γ0. Blue cor-
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Figure 8.10.: Shortest stable distances as
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d1, red to d2, green to d3, violet to d4, light
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As the zeros of this function yielding the stable configurations are determined by a
transcendent equation they can not be calculated analytically. Nevertheless a numerical
solution requires very little effort. So in figure 8.9 we plot the closed configuration of
stationary distances for six particles as a function of the bandwidth γ0. Interestingly
the particles are only equidistantly ordered in the two extreme limits of zero bandwidth
γ0 = 0 and a very large bandwidth, where interactions are short distance. For finite
γ0 the distances between the inner particles are larger than the distances between the
outer ones.
For large bandwidth γ0 the particles only significantly interact with their direct neighbors
yielding equidistant order at a distance d ≈ 3

4 λ0. This is the same distance as for two
particles as a consequence of the short range of the force. Note that by controlling the
input bandwidth we thus can switch from infinite range to nearest neighbor interaction.
This behavior is also shown in figure 8.10, where the dependence of the stable distance
as function of the number of particles is compared for different bandwidth γ0. The
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Figure 8.11.: Time evolution of atom-
field distribution for four particles for ζ = 0
and initial distance γ0 = 0.1 ω0.

Figure 8.12.: Same as above for ζ = 0
and initial distance γ0 = 0.5 ω0.

distance between the particles for larger γ0 is closer to the two-particle-distance 3
4 λ0.

Additionally they again confirm that the outer particles are closer than the inner ones
and that the distances for the outer ones become more and more equal for large particle
numbers. Again the couple atom-field dynamics shows intriguing physics. Figure 8.11
and 8.12 show two examples for the time evolution of four particles in a broadband
field. Again the distance between the outer particles is larger than between the inner
particles. Interestingly the particles tend to create high field intensities between them,
with the outer two providing trap sites for the inner pair and a total field maximum
generated at the center. This effect, more prominent for smaller bandwidth, reminds of
a self assembled cavity QED system.

8.3. Interparticle forces induced by blackbody radiation
As a final and extreme limit of broadband radiation let us consider the particles to be
illuminated by a thermal radiation field (BBR) with a Planck spectrum. At temperature
T with Boltzmann constant kB, Planck constant ~ and light velocity c the spectral
distribution reads:

I0(ω) = ~
2π2c2

ω3

e
~ω
kBT − 1

. (8.5)

Of course the assumption of constant linear polarizability is only approximately valid
throughout the whole Planck spectrum. Nevertheless it has been shown recently, that
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for atoms with a first excited state in the UV region as e.g. atomic hydrogen, this
approximation is surprisingly good up to temperatures of T ≈ 6000 K [103; 107].
Introducing a more realistic frequency dependent polarizability and resonances will
introduce some quantitative changes, but one can expect qualitative agreement as long
as the majority of the incident power is sufficiently detuned from resonances. This is
generally the case for low temperature radiation with a peak below the visible.
It has been shown before that the emitted BBR field from a hot source itself induces a
surprising attractive force pulling atoms towards the hot object [107]. Here we start
with two temperature less particles illuminated from the side by a BBR field. Again
we integrate the fiber mediated scattering force between them over the BBR frequency
range in (8.5), which still can be done analytically to obtain

F1 = −F2 = ~ω4
T

2π2c3

cosh
(

2d
rT

)
+ 2

sinh4
(
d
rT

) − 3
(
rT
d

)4
 , (8.6)

where we defined a thermal length rT = ~c
πkBT

and a thermal frequency ωT = πkBT
~ .

For particles in an environment with room temperature the thermal length gives
r300K ≈ 7.3·10−4

T
m · K ≈ 2.4 · 10−6 m, which is much larger then a typical optical

wavelength. Of course the long wavelength components will not be significantly guided
by the fiber, but due to their low energy and momentum content, these parts are not
relevant for the resulting force anyway.
From (8.6) we can expect a distance and temperature dependent sign change of this
force including a zero force distance. In fact as depicted in figure 8.13, the particles
will attract each other if they are close but very surprisingly this changes to repulsion
at distances larger than the thermal radius rT . We thus find no stable equilibrium
distance. The strongest force appears at short distances and will induce a capture
range below which two particles will collapse together. This will large determine the
effective scattering size of two particles. As said, the zero force equilibrium point
(d0 = 1.37 rT ) is not stable and a small perturbation causes collapse or separation.
This behavior is plotted in figure 8.14 and 8.15, where in the first case the particles are
attracted by the high intensity peak forming between them, while they are repelled in
the second case. While the quantitative accuracy of this prediction can be doubted
such a qualitative behavior should be generally true, as 3D calculations yield similar
attractive behavior [103]. This could imply important changes in the dynamics of ultra
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Figure 8.13.: Force on the first of two particles in a blackbody radiation field as a
function of the distance for ζ = 0.
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Figure 8.14.: Trajectories of two
particles at ζ = 0 with initial distance
d = λ0.
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Figure 8.15.: Same as above for ζ = 0
with initial distance d = 1.5 λ0.
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cold particle ensembles in thermal radiation fields with even astrophysical consequences.
Interestingly, the physics changes when we include backscattering and absorption of the
radiation by the particles via introducing a finite ζ-parameter. Figure 8.16 and 8.17
show that for real ζ > 0 we get long range attraction and can even find a second zero
point of the force at a large distance. As this effect is very tiny it might be more of
academic than practical interest, but this separation is even stable against perturbations.
Including absorption via imaginary parts of ζ has the opposite effect on the particles as
expected. The force is modified in a way that in the limit ζr � 1 no stable configurations
can be found due to long range radiation pressure contributions. Similar to the previous
case the particle also filter the light and sculpt an oscillating transmission pattern into
the outgoing light. Figure 8.18 shows the outgoing intensities for a blackbody radiation
field, which keep the gross shape of BBR but again the particles tend to filter some
frequencies.

8.3.1. Larger ensembles in BBR fields

BBR induced forces on larger ensembles can be calculated in the same way as before.
As expected this leads to the rather complex analytic expression in terms of simple
sums for the forces that govern the dynamics of the cloud, but allows simple numerical
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Figure 8.18.: Outgoing intensity as a function of ω for ζ = 1
9 at the stable position

d0 = 377 rT .
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 . (8.7)

As it is rather hopeless to analytically find the zeros of this function, in order to get
some first insight in figure 8.19 we simply plot the force on the outermost particle
as function of the distance for an equidistant particle array and weak backscattering
amplitude. Note that the magnitude of the near field attraction strongly increases with
the particle number, while its range decreases at the same time. Hence this would
trigger a fast collapse of a particle cloud once a certain small distance (high density)
has been reached. At larger distances the force on the first particle does not depend
on the total particle number and is repulsive. This effect is also visible in figure 8.20.
Figure 8.21, which shows the force on the first five of ten particles clearly shows that
the force on the inner particles is smaller than on the outer ones. Only for some smaller
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Figure 8.19.: Force on the first of 5
(blue), 10 (red), 20 (green), 30 (violet)
particles as a function of the distance for
ζ = 0.

Figure 8.20.: Contour-plot of the force
as a function of the particle number N
and the distance d for ζ = 0. The black
line corresponds to the zero-force line.

distances this is not true, which is also shown in figure 8.22, while we choose a larger
distance in figure 8.23. The simulations confirm that the particles do not form stable
configurations but tend either to collapse together or repulse each other towards infinity.
This effect can also be observed for four particles in figure 8.24 and 8.25. For this case
large intensities between the particles push them apart. Here definitely more extensive
and detailed simulations would be needed to fully understand the dynamics, which,
however, is beyond the scope of this work.

8.4. Conclusions

We have shown that fiber mediated broadband light scattering from linear arrays
of polarizable particles induces a much more rich and complex inter particle forces
than simple repulsive radiation pressure. In fact one can tailor the interaction from
infinite range to nearest neighbor coupling by a suitable choice of the bandwidth.
This originates from the frequency and distance dependent interference of the various
frequency components in the field, which appears for dispersive as well as for absorptive
scattering. For a wide range of bandwidths, one finds multi-stable regular ordering
of the particles and long range forces as for optical binding in monochromatic fields.
The range of inter particle interactions can be well tuned via the bandwidth of the
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Figure 8.21.: Force on the first (blue), second (red), third (green), fourth (violet), fifth
(grey) of ten particles as a function of the distance for ζ = 0.
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Figure 8.22.: Time evolution for ten
particles for ζ = 0 and initial distance
d = λ0.
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Figure 8.23.: Same as above for ζ =
0 and initial distance d = 2 λ0.
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Figure 8.24.: Time evolution for four
particles for ζ = 0 and initial distance
d = λ0.

Figure 8.25.: Same as above for ζ = 0
and initial distance d = 1.5 λ0.

incoming field. While we have only studied single peaked frequency distributions to
limit interaction ranges, multiple peaks can be expected to allow for a much more
general design of controlling interaction strength with distance. The physical effect of
these generally quite weak interactions can be significantly enhanced and studied in a
controlled way by coupling via optical nanostructures as nanofibers. Some preliminary
calculations, nevertheless, show that qualitatively analogous behavior survives in 2D
and 3D situations.
Surprisingly even for very broadband BBR fields one finds multi particle collective
effects and a complex interplay of attraction and repulsion at distances around the
thermal radius, which will lead to a complex nonlinear dynamics and response of larger
ensembles. While this certainly is hard to observe in standard setups [103] it still could
have significant influence on longer time scales. Alternatively it could be measurable in
very force sensitive setups such as atom interferometers where it should induce extra
density dependent shifts and dephasing.
Acknowledgements: We thank Juan José Sáenz, Holger Muller and Tobias Griesser

for stimulating discussions. We acknowledge support via the Austrian Science Fund
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9. Supplement on details of the
analytical calculations

In this section I explain how the integrals in the paper above can be calculated.
The cosine integral used in eq. (8.2) and (8.4) can be calculated using

∫ ∞
−∞

cos(aω)
γ2

0 + (ω − ω0)2dω =
∫ ∞
−∞

cos(a(x− ω0))
γ2

0 + x2 dx

= 1
γ0

∫ ∞
−∞

cos(aγ0(y − ω0/γ0))
1 + y2 dy

= 1
γ0

∫ ∞
−∞

cos(aγ0y) cos(aγ0ω0/γ0) + sin(aγ0y) sin(aγ0ω0/γ0

1 + y2 dy, (9.1)

with

∫ ∞
−∞

cos(ay)
1 + y2 dy = <

(∫ ∞
−∞

eicy

1 + y2dy

)
=
∫ ∞
−∞

cos(ay)
1 + y2 dy =<

(
2πi∑y:=(y)>0

eicy

1+y2dy
)
for c > 0

<
(
2πi∑y:=(y)<0

eicy

1+y2dy
)
for c < 0

= πe−|a| (9.2)

For c > 0 the integral is proportional to ei|c|y and we have to integrate over the upper
halfplane (pole i), while for c < 0 the integral is proportional to e−i|c|y and we have to
integrate over the lower halfplane (pole −i).
The sine integral can be solved in a similar way

∫ ∞
−∞

sin(ay)
1 + y2 dy = =

(∫ ∞
−∞

eicy

1 + y2dy

)
= =

(
πe−|a|

)
= 0. (9.3)
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With these one can find
∫ ∞
−∞

cos(aω)
γ2

0 + (ω − ω0)2dω = 1
γ0
πe−|a|γ0 cos(aω0). (9.4)

In the same way we can also solve the sine-integral of eq. (8.2)

∫ ∞
−∞

sin(aω)
γ2

0 + (ω − ω0)2dω = 1
γ0

∫ ∞
−∞

sin(aγ0x) cos(aω0)− sin(aω0) cos(aγ0x)
1 + x2 dx =

− π

γ0
e−|a|γ0 sin(aω0) (9.5)

For the cos2 integral from eq. (8.2) we use

∫ ∞
−∞

cos2(aω)
γ2

0 + (ω − ω0)2dω = 1
2

∫ ∞
∞

1 + cos(2aω)
γ2

0 + (ω − ω0)2dω =

1
2γ0

πe−|a|γ0 cos(aω0) + 1
2

∫ ∞
∞

1
γ2

0 + (ω − ω0)2dω, (9.6)

with

∫ ∞
∞

1
γ2

0 + (ω − ω0)2dω =
∫ ∞
∞

1
γ2

0 + x2dx = 1
γ0

∫ ∞
∞

1
1 + y2dy =

1
γ0

arctan(y)
∣∣∣∣∣
∞

−∞
= π

γ0
(9.7)

and find ∫ ∞
−∞

cos2(aω)
γ2

0 + (ω − ω0)2dω = π

2γ0

(
1 + e−2|a|γ0 cos(2aω0)

)
. (9.8)

For the cosine-integral in eq. (8.6) and (8.7) let us recall the geometric series

∞∑
n=1

e−nx =
∞∑
n=1

( 1
ex

)n
= 1

1− e−x − 1 = 1
ex − 1 , (9.9)
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and get

∫ ∞
0

ω3

eaω − 1 cos(bω)dω = 1
a4

∫ ∞
0

x3

ex − 1 cos
(
b

a
x

)
dx =

1
2a4

∞∑
n=1

∫ ∞
0

x3e−nx
(
ei

b
a
x + e−i

b
a
x
)
dx = 1

2a4

∞∑
n=1

∫ ∞
0

x3
(
e−nx+i b

a
x + e−nx−i

b
a
x
)
dx.

(9.10)

Using

∫ ∞
0

x3e−axdx = −x
3e−ax

a

∣∣∣∣∣
∞

0
+ 1
a

∫ ∞
0

3x2e−axdx = −x
3e−ax

a

∣∣∣∣∣
∞

0
+ 1
a

∫ ∞
0

3x2e−axdx =

3x2e−ax

a2

∣∣∣∣∣
∞

0
+ 1
a2

∫ ∞
0

6xe−axdx = −6x2e−ax

a3

∣∣∣∣∣
∞

0
+ 1
a3

∫ ∞
0

6xe−axdx = 6
a4 , (9.11)

and the Polygamma-function ψm:

ψm(z) = (−1)m+1m!
∞∑
n=0

1
(z + n)m+1

ψ3(z) = 6
∞∑
n=0

1
(z + n)4ψm(z + 1) = ψm(z) + (−1)mm!z−m−1

ψ3(z + 1) = ψ3(z)− 6z−4

(−1)mψm(1− z)− ψm(z) = π
dm

dzm
cot(πz)

− ψ3(1− iz)− ψ3(iz) = −2iπ4 2 + cosh(2πz)
sinh4(πz)

, (9.12)

we find

∫ ∞
0

ω3

eaω − 1 cos(bω)dω = 3
a4

∞∑
n=1

 1(
n− ib

a

)4 + 1(
n+ ib

a

)4

 =

1
2a4

(
ψ3

(
1− ib

a

)
+ ψ3

(
ib

a

)
− 6a4

b4

)
=
π4
(
2 + cosh

(
2πb
a

))
a4 sinh4

(
πb
a

) − 3
b4 . (9.13)
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For the cos2 integral in eq. (8.6) we calculate

∫ ∞
0

ω3

eaω − 1 cos2(bω)dω =
∫ ∞

0

ω3

eaω − 1 (cos(2bω) + 1) dω =

π4
(
2 + cosh

(
4πb
a

))
a4 sinh4

(
2πb
a

) − 3
16b4 +

∫ ∞
0

ω3

eaω − 1dω. (9.14)

With ∫ ∞
0

ω3

eaω − 1dω = 1
a4

∞∑
n=1

∫ ∞
0

x3e−nxdy = 6
a4

∞∑
n=1

1
n4 = π4

15a4 , (9.15)

where we used Parzeval’s theorem ∑∞
n=1

1
n4 = π4

90 , we get

∫ ∞
0

ω3

eaω − 1 cos2(bω)dω = π4

a4

 1
15 +

cosh
(

4πb
a

)
+ 2

sinh
(

2πb
a

)
− 3

16b4 . (9.16)

For the sine integral in eq. (8.6) we find

∫ ∞
0

ω3

eaω − 1 sin(bω)dω = 1
a4

∞∑
n=1

∫ ∞
0

x3e−nx sin
(
b

a
x

)
dx =

1
2ia4

∞∑
n=1

∫ ∞
0

x3
(
e−nx+i b

a
x − e−nx−i

b
a
x
)
dx =

1
2ia4

∞∑
n=1

 6(
n− ib

a

)4 −
6(

n+ ib
a

)4

 = i

2a4

(
ψ3

(
1− ib

a

)
− ψ3

(
1 + ib

a

))
. (9.17)
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Synthesizing variable particle interaction potentials
via spectrally shaped spatially coherent illumination

Daniela Holzmann1, Matthias Sonnleitner and Helmut Ritsch

Collective scattering of spatially coherent radiation by separated point emitters
induces inter-particle forces. For particles close to nano-photonic structures as, for
example, nano-fibers, hollow core fibers or photonic waveguides, this pair-interaction
induced by monochromatic light is periodic and virtually of infinite range. Here we
show that the shape and range of the optical interaction potential can be precisely
controlled by spectral design of the incoming illumination. If each particle is only weakly
coupled to the confined guided modes the forces acting within a particle ensemble can
be decomposed to pairwise interactions. These forces can be tailored to almost arbitrary
spatial dependence as they are related to Fourier transforms with coefficients controlled
by the intensities and frequencies of the illuminating lasers. We demonstrate the ver-
satility of the scheme by highlighting some examples of unconventional pair potentials.
Implementing these interactions in a chain of trapped quantum particles could be the
basis of a versatile quantum simulator with almost arbitrary all-to-all interaction control.

New Journal of Physics 20 103009(2018) doi:10.1088/1367-2630/aae3bf

1D.H. performed all of the calculations in this publication, while M.S. and H.R. contributed in an
advisory role.
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10.1. Introduction

Advances in laser cooling and manipulation of atoms and nano-particles nowadays allow
one to prepare very low temperature ensembles where inter-particle light forces play an
important role in the motional interaction. In 3D geometries the forces on two particles
induced by collective light scattering or dipole-dipole interaction are typically of rather
short range decaying as (1/distance)3 [108]. However, by help of optical structures one
can significantly increase the magnitude and range of light-mediated forces [109]. As
the most prominent example single-mode high-Q optical cavities implement resonantly
enhanced infinite-range couplings [110], which generate virtual all-to-all interactions
and gives the basis for spontaneous crystallization into a regular lattice structure at
high illumination power [70].
Similarly, in an alternative approach to enhance optical interactions one can use optical
structures which tightly confine the radial extension of the electromagnetic field, allowing
propagation only in one dimension. In the simplest example optical fibers can guide
light virtually unattenuated over a very long range and consequently mediate optical
forces over very long distances [16; 111]. For monochromatic illumination this can
lead to an even more intriguing ordering phenomenon where light confines the particle
motion and the particles confine the light along the fiber [72].
Let us briefly recall the basic idea behind this here. Atoms trapped near a fiber or a
1D-photonic structure interact with the light field coupled into the fiber from its ends.
This radiation field then travels along the chain of particles and encounters one atom
after the other. Each atom then reflects and transmits some fraction of the light such
that effective inter-particle forces emerge. However, as an alternative second method
one can shine light transversely directly onto the atoms. Each atom then scatters some
of this transverse pump field into the fiber where the light can travel and interact with
the light field injected by other particles. Depending on whether the two fields interfere
constructively or destructively the force on a pair of particles will be attractive or
repulsive. This of course depends on the particle distance in units of the wavelength of
the light.
In previous works [16; 100; 111; 112] we already demonstrated that such a configuration
gives new tools to design particle-particle interactions. Especially the use of a broadband
spectrum for the transverse pump beam gives finite-range forces which are very different
from the interactions obtained in a longitudinally pumped fiber. Interestingly, the
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extreme case of very broadband black body radiation leads to very short range attraction
and longer range repulsion.
In this work we go one step further and explore the effects of a transverse pump using
multiple broadband beams of different central frequencies and bandwidths. As we will
show in section 10.2 such a setup allows one to design almost arbitrary multi-particle
interaction forces. Although these forces depend on the positions of each particle, to
lowest order in the particle field coupling they can be written as a sum of two-particle
interactions which in turn can be written as a Fourier series with coefficients given by
the intensities of the transverse pump beams.
The option to design particle-particle interactions opens a host of possibilities and some
of these shall be explored here in a generic way. In section 10.3 we discuss how this
gives rise to new types of self-organisation. In section 10.4 we explore opportunities for
particles trapped in external potentials where tunable, position dependent interactions
might be useful for quantum computation and simulation.

10.2. Model

Let us consider a set of linearly polarizable point-like emitters trapped in the evanescent
field of light modes propagating in an effective 1D geometry. Typical examples are
tapered nano-fibers, nano-waveguides or photonic crystal structures. As indicated in
Fig. 10.1 the particle motion is guided along the light propagation direction along which
an additional lattice potential could be added, cf. section 10.4. When illuminated
from the side the particles coherently scatter a fraction of the pump light into the
guided modes characterized by an effective scattering amplitude η. Similarly some
of the guided light is reflected into the reverse direction or scattered into free space.
The injected photons propagate within the optical structure where they thus couple
over very long distances to all other particles trapped near the fiber along their path.
The particle-particle interaction mostly originates from the interference between the
incoupled light amplitudes by the different particles. Closely related configurations have
been experimentally realized with atoms [11; 58; 98; 113] or nano-particles [114].
In the case of a single or a few particles a detailed numerical modeling of the setup is
possible with good agreement to the experiment. However, as shown recently, the key
physics can be already modeled and understood from a much simplified semi-analytical
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Figure 10.1.: A one-dimensional array of point particles scattering light into and out of
an optical nano-structure can be modeled as a collection of beam splitters interacting with
a plane wave. In this work we consider broadband transverse illumination characterized
by the intensities, central frequencies and spectral widths of the incoming beams.

scattering model [115]. We will generalize this model here towards multifrequency
illumination and extract the key physics originating from frequency control.
As our toy model is, of course, strongly oversimplified, we will explicitly mention some
of these simplifications here for clarity. We assume a scalar linear polarizability of
the particles, while typical atoms have more than one or two contributing internal
levels and thus exhibit a polarization, frequency and intensity dependent light shift.
This is avoided using a J = 0 to J = 1 transition at very low magnetic field and
light power. Similarly, the optical field around a nano-structure naturally exhibits
radial and longitudinal polarization gradients, which sometimes generates even chiral
couplings [116]. This is ignored here but actually can be an extra asset to control
the system, which we do not make use of here. We also simply assume a frequency
independent polarizability and a flat fiber dispersion curve over a large frequency range,
which is hardly the case. However, as only the product of polarizability times spectral
density enters into the force, this poses no serious restriction to the generality of our
model. As a further simplification we ignore radial forces acting against the transverse
trap of the particles [115], which will give upper limits on the possible illumination
powers, but generally do not seriously affect the longitudinal dynamics.
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10.2.1. Beam-splitter model for transversely illuminated particles

As we have outlined in a previous work [16] a set of particles next to a waveguide can
be effectively modeled using a scattering matrix approach. Here for light propagating
in the fiber, the particles simply act as beam splitters with a complex polarizability ζ
with dispersive part <(ζ) and absorptive part =(ζ). The transmission and reflection
coefficients t = 1/(1− iζ) and r = iζ/(1− iζ) describe how the particles modulate the
field inside the fiber. At the same time each illuminated particle also acts as a local
source of light scattered into the propagating mode with (real) pump amplitude η. The
interaction between a particle and the fiber modes as well as the scattering into and
out of the fiber can thus be effectively described by a 3× 3 beam splitter matrix MBS:

Aj

Bj

η

 = 1
t


t2 − r2 r 1√

2(t− r)
−r 1 − 1√

2
0 0 t



Cj

Dj

η



=


1 + iζ iζ 1√

2(1− iζ)
−iζ 1− iζ 1√

2(iζ − 1)
0 0 1



Cj

Dj

η

 . (10.1)

Here Bj, Cj are the amplitudes of the fields traveling within the fiber towards the
j-th particle, while Aj, Dj are the amplitudes of the outgoing fields. The parameter η
gives the effective amplitude of the light scattered into the fiber and coming from the
transverse pump field. For simplicity here we assume that all atoms see the same pump
field amplitude and phase such that η is the same for all particles.
While the beam splitter relations above describe how the particles redistribute the
light in and outside the fiber, a propagation matrix MP (d) is needed to describe the
propagation of light along the fiber between two particles with distance d,

MP (d) =


eikd 0 0
0 e−ikd 0
0 0 1

 , (10.2)

with the wave vector k = n(ω)ω/c, frequency ω, speed of light c and refractive index
n(ω), which we assume to be equal for all frequencies n(ω) ≈ n.
Multiplying the individual beam splitter and propagation matrices for a given particle
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distribution allows one to determine the field distribution along the fiber depending
on the particle positions. The optical force on the j-th particle can then be calculated
by inserting the calculated field amplitudes in the Maxwell stress tensor, which here
simply gives [43; 63; 64]

Fj = ε0
2
(
|Aj|2 + |Bj|2 − |Cj|2 − |Dj|2

)
. (10.3)

The standard way to induce light forces on the particles is of course to send the
light through the fiber. A standing light wave in the fiber creates thus a perfect one-
dimensional lattice potential along the propagating directions. Note that the transverse
field gradients can be also used to create trapping in the radial direction [58; 117]. In
the case of many particles trapped simultaneously, multiple scattering modifies this
potential and already creates long range interactions and nonlinear dynamics [64]. In
general these interactions are tiny compared to the single particle potential as the
backscattering per particle typically is small. However, when only a transverse pump
is applied, all the light in the fiber is created from atomic scattering of the pump
light. Here the atoms then interact not only via rescattering of this light, but even
more prominently via interference of the light scattered by different atoms into the
fiber [16]. In special cases this leads to ordering and self-organization of the atoms [72]
very similar as in transversely pumped cavities [70]. But in contrast to a cavity there
are no preselected modes defining the sensitivity of the system to the frequency of the
incoming light.

10.2.2. Forces due to transverse illumination

The central aim of this work is to explore the possibilities to implement and design
specific inter-particle forces induced by scattering of spatially coherent transverse pump
fields with a variable spectrum. The forces stem from collective scattering into the fiber
mode on the one hand and multiple rescattering of this light within the mode on the
other hand. To simplify our model here we assume that the coupling of the particles
to the fiber field is very weak, i. e. |ζ| � 1, so that higher order scattering will be
negligible. As shown in a previous work [112] one can even assume the limit ζ → 0 with
only small error. Although the two coupling strengths η and ζ both equally depend on
the polarizability of the particles [37] and the evanescent guided mode amplitude at
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their position, both parameters can be adjusted independently as only η is proportional
to the pump amplitude. Hence η dominates for strong transverse pump compensating
the weak coupling.
In the limit ζ → 0 the forces on the particles can then be understood as a sum of long
range two-particle interactions between all particle pairs at their positions xl and xj
with x1 < x2 < · · · < xN and the force can be considered as a sum of contributions from
different frequency components. As derived in some more detail in a previous work [112]
for the spectral force density on the j-th of N particles, i.e. the force contribution at
frequency ω with intensity I(ω), we then get

fj,N(ω, x1, x2, . . . , xN) = I(ω)
c

 N∑
l=j+1

cos
(
nω(xl − xj)

c

)
−

j−1∑
l=1

cos
(
nω(xl − xj)

c

)
=

N∑
l=j+1

f1,2(ω, xj, xl) +
j−1∑
l=1

f2,2(ω, xj, xl). (10.4)

Here I(ω) is the intensity distribution of the transverse pump field and the total force
on this particle is then given by Fj,N(x1, . . . , xN) :=

∫
fj,N(ω, x1, . . . , xN)dω.

The second line of Eq. (10.4) can be understood as follows: f1,2(ω, xj, xl) gives the force
density on the first of two particles located at xj and xl with j < l. Likewise f2,2(ω, xj, xl)
gives the force on the second particle of the pair, with f2,2(ω, xj, xl) = −f1,2(ω, xj, xl).
Hence the first sum describes the pairwise interaction with all particles to the right of
xj while the second sum gives the interaction with all particles to the left.
For the sake of analytical integrability we will assume the incident light field I(ω) as a
sum of single transverse mode Lorentzian spectral lines with different central frequencies
ωm = 2πc/λm, wave lengths λm, peak intensities Im = |ηm|2cε0/2 and widths γm:

I(ω) =
∑
m

Im
π

cγm
c2γ2

m + n2(ω − ωm)2 . (10.5)

We also ignore here the frequency dependent polarizability of the scattering amplitude η
as this can be incorporated in a suitable frequency dependent effective pump strength.
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Integrating the force density Eq. (10.4) using this intensity distribution gives

F1,2(xj, xl) =
∑
m

Im
π

∫ ∞
−∞

γm
c2γ2

m + n2(ω − ωm)2 cos
(
nω(xl − xj)

c

)
dω

=
∑
m

Im
nc
e−γm|xl−xj | cos (km(xl − xj)) , (10.6)

where from inversion symmetry we see F1,2(xj, xl) = −F2,2(xj, xl). Using the fact that
the force for a larger set of N particles can be described using only pairwise interactions,
we can define F1,2(xj, xl) = −F2,2(xj, xl) ≡ Fpair(xl − xj) ≡ Fpair(djl), with distance
djl = |xl − xj|. Note that in this case Fpair(djl) describes the force on the particle on
the left.
Let us mention again here that we completely neglect possible interference effects
between distant spectral components of the beams as we assume that they are only
spatially but not time coherent and quickly average out in time. By help of the beam
splitter method developed for single frequencies we thus can directly calculate the forces
for each frequency component separately and then add them up to obtain the full force
on the particles. Note that this implicitly also assumes low particle velocities so that
the Doppler shifts on reflection do not couple different parts of the spectrum.
In a previous work on this model assuming a single illumination line with a finite
bandwidth [112] we could identify stable stationary configurations of the particles where
all forces vanish. As a central property for such stable particle configurations the
outermost particles arranged to form Bragg mirrors and act like an optical resonator to
trap high field intensities and the other particles between them. This behaviour vanishes
for a large enough absorptive part =(ζ), where no stable solutions can be found due
to outward radiation pressure in the chain. In addition the key effect of a finite laser
bandwidth resulted in forces with exponential decay over distance proportional to the
inverse bandwidth of the pump. The interaction range between the particles thus can
be controlled via the spectral width of the incoming field. By changing γ from small to
large values, the interaction can be tailored from infinite range to nearest-neighbour
coupling. This leads to the expectation that a more general spectral control of the input
field should give much wider opportunities to tailor interaction potentials.
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Two-particle forces and potentials

The radiation field inside the fiber is the result of collective scattering by all N particles.
As a result, the force on each of these particles depends on the positions of all N
particles. But as discussed above, the total force on the j-th of N particles can be
rewritten as a sum of two-particle interactions depending only on the distance between
these two particles.
The two-particle force given in Eq. (10.6) can be expressed in terms of a potential,
Fpair(djl) = −∂xjUpair(djl) with

Upair(djl) =
∑
m

Ime
−γmdjl

nc(k2
m + γ2

m) (km sin(kmdjl)− γm cos(kmdjl)) . (10.7)

Due to translational invariance of the setup, this potential depends only on the distance
djl = |xl−xj|. The positions of global (local) minima of Upair(djl) gives the distances for
stable (metastable) two-particle configurations. Clearly the potential is simply periodic
for a single monochromatic transverse pump beam, but as shown in Fig. 10.2, adding a
second beam already gives intricate shapes for the pair-potential. Fig. 10.2 shows the
potential for two particles illuminated by two broadband fields of varying intensity I2

and width γ2. We see that these two parameters as well as the frequency ω2 can be
used to adjust the stable two-particle distances. The potential generated by a single
beam has equidistant minima in the near field whose depth changes with γ in the far
field. For two fields we find non-equidistantly distributed equilibrium distances at short
range. The relative intensity of the two fields can be used to adjust the relative depth of
the potential wells. Note that in the chosen example no three minima of the potential
have distances which are multiples of each other. So adding a third particle directly
leads to frustration effects [118; 119] as the particles have to leave the stable pairwise
configuration in order to find a configuration where all three particles are trapped.
Finally, allowing for a finite range γ of the second field as in Fig. 10.2b) recovers the
long range periodic potential with distortions resembling a defect at small distances. To
further study the versatility of interaction potentials created by adding many frequency
components we compare the expression for the two-particle force (10.6) to the definition
of a general Fourier series

f(t) = a0

2 +
∞∑
m=1

(am cos(mt) + bm sin(mt)) , (10.8)
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Figure 10.2.: Pair potential from Eq. (10.7) for two particles illuminated by two fields
with frequencies k1 and k2 = 5

3 k1 as a function of the distance d. a) Adding two beams
of equal intensity and without decay (I2 = I1, γ1 = γ2 = 0) creates a periodic potential
landscape. Thin lines in the back show the individual fields with wave numbers k1 (yellow)
and k2 = 5

3 k1 (green) separately. Changing the intensity ratios and/or introducing finite
bandwidths γ2 can create more complicate potentials: b) I2 = I1, γ1 = 0, γ2 = 0.05 k1, c)
I2 = 2 I1, γ1 = γ2 = 0, d) I2 = 2 I1, γ1 = 0, γ2 = 0.05 k1.

and see that the force (10.6) is a special case of a Fourier cosine series with a0 = bm = 0,
am = Im

nc
and γm = 0. Since a0 = bm = 0 we can only generate symmetric functions.

Including a finite bandwidth γm 6= 0 this is no longer a classical Fourier series, but
opens the possibility to change every single component of the series and design different
force shapes as shown in Fig. 10.3. When choosing specific combinations of Im, ωm and
γm we can model very peculiar force shapes such as, for example, a triangular wave.
When changing γm to non-zero values this triangle wave changes strongly in the far field
(Fig. 10.3a). Also a square wave can be modeled and when introducing γm it changes
to a simple sine wave (Fig. 10.3b) in the far field. Fig. 10.3c) shows an example with
strong localizing forces appearing preferably around chosen distances. γm can then be
used to tune the forces between the peaks. An even more unusual case is a Lorentz
distribution (Fig. 10.3d) where very strong inter-particle forces appear specifically in a
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Figure 10.3.: Pair forces Fpair(d) of Eq. (10.6) for two particles illuminated by a sum of
mmax fields with wave numbers k1, . . . , kmmax as a function of the distance d with γm = 0
(blue) and γm 6= 0 (yellow). As the forces can be written as a Fourier series one can
implement shapes including a) triangles, Im = 1

(2m−1)2 I1, km = (2m− 1) k1, mmax = 10,
blue: γm = 0, yellow: γ1 = 0.1 k1, γm>1 = 0; b) rectangular waves, Im = sin(mπ/2)

m I1,
km = m k1, mmax = 10, blue: γm = 0, yellow: γm = 0.1(1 − 1/m) k1; c) clusters of
strong oscillating forces with a Gaussian intensity distribution Im = e−(m−10)2/10 e8.1 I1,
km = (1 + 0.1m) k1, mmax = 20, blue: γm = 0, yellow: γm={1−8,13−20} = 0.1 m k1,
γm={9−12} = 0; d) or very thin Lorentz peaks Im = (1 − (m − 1)/10) I1, km = m k1,
mmax = 10 and blue: γm = 0, yellow: γm = 0.03 m k1.

very narrow interval of distances. This includes a very sharp gradient of the force at the
equilibrium positions providing for very strong particle confinement with deep potential
wells. Investigating the parameters more closely we can see that the examples given
in Figs. 10.3a), b) and d) rely on a setup spanning a very broad frequency range of
several octaves: Starting with a far infrared beam (CO2-laser) at (λ1 = 10 000 nm), the
doubled frequency is at (λ2 = 5 000 nm) and even higher harmonics would reach the
visible regime. Continuing this up to ten octaves more would thus certainly be hardly
possible. The example of Fig. 10.3c) shows a more accessible setup with a confined
range of frequencies.
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Extension to many particles

Summing up all pair-particle potentials Eq. (10.7) we can calculate the position depend-
ent light shift (optical potential) experienced by a single particle keeping all the other
particles at a fixed position as

Uj,N(x1, . . . , xN) =
j−1∑
l=1

Upair(djl) +
N∑

l=j+1
Upair(djl) . (10.9)

Using ∂xjUpair(djl) = −∂xlUpair(djl) we obtain the force acting on a particle of Eq. (10.3)
from Fj,N = −∂xjUj,N(x1, . . . , xN). The total potential energy of the system can then
be calculated by summing up all these potentials:

Utot(x1, . . . , xN) = 1
2

N∑
j=1

Uj,N(x1, . . . , xN) . (10.10)

10.3. Tailored forces for free particles and frustration
effects of self-organization

As we have seen and illustrated in figure 10.3 there are many possibilities to tailor the
forces acting between particle pairs. Using the fact that the equation for the force is a
symmetric Fourier series we can produce every symmetric periodic function. Allowing
for a bandwidth γm for the various illumination lines allows to change the range of
the individual frequency components tailoring the long range part of the force shape.
In particular we can create forces with a very sharp gradient at the stable positions
around zero force values, which implies narrow potential wells and very well localized
configurations. We can also produce forces which only affect particles at certain chosen
distances, while particles at other distances can move almost freely. In figure 10.4 we
show a set of three atoms arranging themselves under the influence of rectangular-wave
two-particle forces as depicted in figure 10.3b). Here, two particles order at a distance
given by the very sharp zero points of the force, which is at d12 = 0.75 λ1 for the given
parameters. If a third particle is added, each pair will seek to arrange itself at a distance
given by the (stable) zero of the respective pair-force. But from fig. 10.3b) we see that
these stable distances are distributed such that this is impossible. The group of particles
thus will have to “compromise" and settle at distances d12 = d23 ≈ 0.78 λ1. This
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Figure 10.4.: Trajectories for three particles (black lines) illuminated by transverse
pump-beams generating an approximately rectangular pair-force profile as shown in
Fig. 10.3b) with Im = sin(mπ/2)/m I1, km = m k1, mmax = 10 and γm = 0. Red dashed
lines show the case of two particles which remain at the minimum equilibrium distance.
For this force pattern, three or more particles cannot arrange themselves such that the
separation between each pair corresponds to a minimum of the respective pair-potential.
The setup thus shows frustration as the particles have to reorder and find a shifted common
equilibrium if a third particle is added. In this simulation we assume an environment with
a friction coefficient µ, the time time scale tµ depends on λ1, Im, n, µ and the particle-mass
M .

situation thus shows (classical) frustration [118], similar to magnets on a triangular grid
which cannot arrange themselves such that each pair of magnets is in an anti-parallel
configuration [119].

10.4. Designing interaction potentials between trapped
particles

In the previous section we discussed how free particles organize themselves and interact
via tailored multi-particle forces generated by the scattered transverse light field. In
many optical trapping applications, however, the particles are already trapped by a
prescribed external lattice potential generated by standing wave light fields propagating
through the nano-structure [58; 120]. As illustrated in figure 10.5 the forces generated
by the transverse pump field then provide a versatile tool to generate almost arbitrary
interactions between particles trapped in the periodic minima of the external poten-
tial. Similar to the case of a multimode cavity this could be the basis of complex
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Figure 10.5.: Schematic illustration of particles trapped in an external periodic potential
and illuminated by a transverse pump field. This transverse field leads to pair-interactions
between the particles which slightly disturb the particles’ trapping positions. Darker
drawn lines correspond to the three particle setup used in Figs. 10.6a) and b). The
configuration used in Fig. 10.6c) uses a fourth particle, indicated here with pale lines.

simulations [121]. We consider a strong periodic external potential

V (x) = −V0 cos2(kV x), (10.11)

with V0 = 2IV
nkV c

depending on the intensity IV of the two incoming fields, kV the wave
vector of the two fields, and examine the interaction between the particles due to
the transverse pump field. For example, using an initial condition d12 = 0.5 λV and
d23 = λV places three particles in the first, second and fourth potential well, as depicted
in Fig. 10.5. Adding transverse beams generates inter-particle forces which are given
by the sum of pair-forces as shown in Eq. (10.4). Fig. 10.6 shows these pair-forces and
the resulting trajectories of the particles. In Fig. 10.6a) we find that the total force
on the third particle is the negative of the sum of the pair-force between the first and
the third particle at a distance of d13 = 1.5 λV and between the second and the third
particle at d23 = λV , which sum up to zero. So in this case only the first and the second
particle interact. For Fig. 10.6b) we can observe the same for the first and the third
particle. If we consider the four-particle case with the particles trapped in the first,
second, third and fifth potential well as shown in Fig. 10.5, the example Fig. 10.6c)
shows that by using two fields we can change the coupling between the particles and
decouple the two particles in the middle. In general the scattering forces on N > 2
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Figure 10.6.: The figures in the left column show distance-dependent forces between atom
pairs for three different configurations of transverse fields and prescribed potentials, see
also Fig. 10.5. The black dots indicate the respective pairwise separations of three (four)
particles given by the periodic potential and chosen as starting points. In the figures on the
right we show the corresponding trajectories of the particles reacting to these forces. We
see that the pair-forces induced by the transverse beam induce coupled oscillation between
a chosen pair of particles, while the forces conspire to leave the remaining particle(s)
unaffected. The parameters here are γ1 = γ2 = 0, I1 = I2 for a) three particles, k1 = kV ,
b) three particles, k1 = 2 kV , and c) four particles, k1 = kV , k2 = 2 kV . The time-scale of
the dynamics here is t0 =

√
Mnc(1/∑m Im + 1/IV ). The two particle interactions shown

in a) connect particle one and two, b) particle one and three, and c) particle one and four.
It demonstrates how the single pair-forces can be combined to tailor the coupling between
particles trapped in an additional periodic potential.
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Figure 10.7.: Potential for five particles trapped in an external potential and interacting
via two transverse fields with intensities I1 = I2 = IV , wave numbers k1 = kV , k2 = 5/3 kV
and spectral widths γ1 = γ2 = 0. Red dashed lines show the external potential V (x),
black points the particle positions. For each particle the respective potential Uj,N is drawn
in solid red curves between the dashed vertical lines. That is, for example, between the
first two vertical lines we show the potential U1,N if the position of the first particle is
varied while the other particles are fixed at the positions marked by the black dots. The
configuration of particles placed in the first, second, third, ninth and tenth well shown
here is the one minimizing the total potential energy. A configuration where all particles
are in neighbouring wells as shown on the right has a higher total energy.

particles cannot be described by a common potential [64] and the dynamics of the
particles does not necessarily conserve energy as the pump provides for a non-depleting
energy and momentum source. However, to lowest order in particle-field coupling as
considered above, every particle pair has its own relative potential energy Upair(djl) and
in Eq. (10.9) we gave the potential energy for each particle, if the positions of other
particles are fixed. But changing the position of one particle affects the optical potential
of all other particles.
But of course, for every set of parameters (the number of particles, strength of the
external potential and settings for transverse beams) there will be a configuration of
particle positions minimizing the total potential energy given in Eq. (10.10). For N
particles, this is an N − 1-dimensional optimization problem which is conceptually
visualized in Figs. 10.7 and 10.8. There we show the sum of the external potential V (x)
and single particle potentials Uj,N for N = 5 particles. For the chosen parameters
Fig. 10.7a) shows that the lowest energy occurs where the particles are trapped in the
first, second, third, ninth and tenth potential minima (indicated by the black dots).
Comparing this to Fig. 10.7b) we find that the total potential is not minimized if the
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Figure 10.8.: The same as in figure 10.7, but with a broad spectral width of the second
transverse beam, γ2 = 0.1 kV . For these parameters we see that the particles minimize
their collective total potential energy if they are in neighbouring wells as shown on the
right hand side. Introducing γ2 to the system thus modulates the long-range interactions
between the particles, such that now the configuration on the left is less favourable.

particles are placed in neighbouring wells. The transverse beams in Fig. 10.7 are chosen
with a vanishing linewidth γ1,2 = 0. But introducing a broad spectrum for the second
laser, γ2 = 0.1 kV , changes the interactions in the far field such that placing the particles
in neighbouring wells gives the lowest-energy configuration, as shown in Fig. 10.8.
Such a system thus offers the possibility to manipulate and rearrange particles trapped
in an external potential. Changing the intensities, frequencies and widths of the fields
we can suppress or push the individual two-particle-interactions. These controlled
couplings then give the opportunity to realize a desired energy landscape useful, for
example, in analog quantum simulation or quantum annealing [17; 121; 122].
In a setup where the inter-particle forces are weaker than the strong external potential
V given in Eq. (10.11), one can expand the position of the particles around the minima
of the external trap, xj = x0

j + ∆j where kV x0
j = zjπ for an integer zj with zj > zl if

j > l. One can then write the total external potential as a sum of harmonic oscillators

N∑
j=1

V (xj) ' −
N∑
j=1

V0
(
1− k2

V ∆2
j

)
. (10.12)
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Setting γm = 0 we get for the pair interaction

Upair(djl) '
∑
m

Im
nckm

 sin(|zj − zl|πkm/kV )
(

1− k2
m

2 (∆j −∆l)2
)

+ cos(|zj − zl|πkm/kV )km (∆j −∆l)
. (10.13)

Tuning the frequency ratios km/kV thus allows one to design quadratic or linear interac-
tions between each pair of particles while choosing a finite bandwidth γm gives control
over long-range coupling. One can imagine that this might be useful to implement
specifically designed multi-particle Hamiltonians with coupled motional states of atoms
trapped in specific distant lattice sites.

10.5. Conclusions

Cold atoms, molecules or point-like nano-particles trapped along light-guiding nano-
structures constitute a powerful setup to study the physics of collective light scattering
in general and long range light mediated inter-particle forces in particular. Several
experiments have now entered the domain, where the contribution of even a single
particle to the field scattered into and out of the confined modes is significant and
directly observable [52; 123]. So far experiments and virtually all theoretical approaches
have concentrated on the action of monochromatic laser light coupled into single field
modes. In this work, at the hand of a simplified effective model, we theoretically exhibit
the wealth of new possibilities arising from applying a transverse pump field with a
freely designable spectrum. Typically such a multispectral field can be composed by
a set of independent spatially coherent laser beams of different central frequency and
spectral width. Alternatively spectrally reshaped white light sources could be envisaged.
We showed that in the limit of weak internal backscattering the two-particle forces
arising in such a setup can be synthesized from different spectral components each
contributing a component to a Fourier cosine series of the force with an amplitude
proportional to the field intensity scattered into the fiber. Hence, in principle, one can
almost arbitrarily shape the two-particle forces along one dimension and implement
any real symmetric function of distance. As the force is based on coherent scattering
it constitutes a conservative force without significant heating. Hence a generalization
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to trapped quantum particles for the implementation of a quantum simulator with
virtually all to all coupling can be envisaged.
At this point our simplified effective model exhibited very promising results which
have to be confirmed in more realistic models. In particular, implementing the strong
confinement and low temperatures of the transverse motion are very challenging although
some experiments achieved close to ground-state cooling [98]. Thus fluctuations of
the coupling strength should be included. We also have ignored issues of polarization
gradients and chirality, which add technical challenges, but also further enhance the
versatility of the implementations [120; 124].
In summary, although an actual physical implementation is challenging, the forces due
to multimode transverse illumination provide a powerful and very versatile tool to
explore many-particle self-organization, unconventional interactions and possibly also
implement quantum simulations allowing to address individual particles in 1D optical
lattices.
Acknowledgements: This work was funded by the Austrian Science Fund FWF

grants No. F4013 SFB FOQUS and J3703.
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11. Introduction

In this chapter we develop a quantum approach of the model by quantizing the motional
degrees of freedom of the particles. The particles then can be described by quantum
oscillators. In the previous chapter we have shown how the interactions between the
particles can be tuned by designing the shape of the incoming field. This can be used
to simulate any symmetric two-body interaction. As an example we show here how
Coulomb interactions can be simulated in our model. When describing the oscillator
states as qubits we can even implement quantum gates and entangle states.

11.1. Theoretical background

11.1.1. Quantum simulation

The simulation of quantum models is very challenging even for supercomputers as it
needs a huge memory to describe a quantum state. Without any approximation the
memory scales exponentially with the system size [17].
In 1982 Feynman [19] came up with the idea to simulate a complex quantum system by
a simpler quantum device. Quantum simulation, thus, is a very powerful tool to study
quantum dynamical behaviours in quantum systems which can not or only difficult be
studied in the laboratory. In the last few years the field of quantum simulations has
been growing very fast, as there exist a lot of useful applications in physics, chemistry
and even in biology [17].
In quantum simulation one can distinguish between digital and analog quantum simula-
tion. In digital quantum simulation the wave function is encoded by qubits [125] and
universal gates are used to simulate unitary evolutions. In such systems the number of
universal gates can be very high to accurately simulate the quantum evolution [17; 126].
In analog quantum simulation a good controllable physical system mimics another
complex system. In that case the Hamiltonian of the complex system is directly mapped
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on the simulator system [17].
A simulator system has to be highly controllable. Promising candidates for such systems
are atoms in optical lattices [127–130], atoms in cavities [131–133], trapped ions [134–
137], nuclear spins [138–140], electron spins in semiconductor quantum dots [141],
superconducting circuits [142–149] or photons [23; 150–159]. The most advanced plat-
form for analog quantum computing are atoms in optical lattices as it is the only system
where more than a few particles can be controlled for quantum simulation, while for
digital quantum computing trapped ions are the most promising candidate [17; 160].
Quantum simulation can be used to investigate systems which are experimentally
challenging and impossible to simulate classically. Some examples are Hubbard mod-
els [127; 132; 133; 161], spin models [149; 160], quantum phase transitions [127], dis-
ordered [147] or frustrated systems [119; 152], spin glasses [148], superconductivity [162],
metamaterials [163] or topological order [146; 150] in condensed matter physics, prob-
lems in high energy physics [164; 165], in cosmology [166–168], in atomic physics [169],
in quantum chemistry [151; 170–172], in nuclear physics [17], the investigation of open
quantum systems [173; 174], quantum chaos [175; 176] or interferometry [155–157; 159].

Universal gates

In quantum computation quantum states are encoded by qubits. Qubits in contrast to
classical bits can not only be in the states 0 or 1, but also in a superposition

|ψ〉 = α|0〉+ β|1〉, (11.1)

with α and β being complex numbers fulfilling |α|2 + |β|2 = 1.
While in classical computation bits are manipulated by gates, in quantum physics
analogous quantum gates can be defined. Such a quantum gate has to be unitary as
it has to be invertible to determine the input state. A set of quantum gates is called
universal if any unitary operation can be approximated to arbitrary accuracy using only
this set of gates. One such universal set of gates consists of CNOT

1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0

 , (11.2)
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and single qubit gates. Interestingly any single qubit operation can be approximated by
Hadamard

1√
2

1 1
1 −1

 , (11.3)

phase 1 0
0 i

 , (11.4)

and π/8-gates [125]
1√
2

1 0
0 eiπ/4

 . (11.5)

Another example for a universal set of gates is the square root of an i-SWAP gate

ÛSQiSW =


1 0 0 0
0 1√

2 − i√
2 0

0 − i√
2

1√
2 0

0 0 0 1

 , (11.6)

combined with single qubit gates. A CNOT gate can be implemented by this entangling
gate in the following way [177]

UCNOT = Ry(−π/2)⊗ I ·Rx(π/2)⊗Rx(−π/2) ·USQiSW ·Rx(π)⊗ I ·USQiSW ·Ry(π/2)⊗ I,
(11.7)

with I the unity matrix and Rx, Ry, rotations around the x or y-axes.
Note, that although a universal set of gates can be used to implement any unitary
operation, most unitary transformations can only be implemented very inefficiently.
But according to the Solovay–Kitaev theorem a quantum gate can be approximated
to ε error very efficiently by a quantum circuit of O(logc(1/ε)) gates, with c a small
constant approximimately equal to 2 [125].
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A versatile quantum simulator for coupled
oscillators using a 1D chain of atoms trapped near

an optical nanofiber

Daniela Holzmann1, Matthias Sonnleitner and Helmut Ritsch

The transversely confined propagating light modes of a nano-photonic optical wave-
guide or nanofiber can mediate effectively infinite-range forces. We show that for a
linear chain of particles trapped within the waveguide’s evanescent field, transverse
illumination with a suitable set of laser frequencies should allow the implementation of
a coupled-oscillator quantum simulator with time-dependent and widely controllable
all-to-all interactions. At the example of the energy spectrum of oscillators with simu-
lated Coulomb interactions we show that different effective coupling geometries can be
emulated with high precision by proper choice of laser illumination conditions. Similarly,
basic quantum gates can be selectively implemented between arbitrarily chosen pairs
of oscillators in the energy basis as well as in a coherent-state basis. Key properties
of the system dynamics and states can be monitored continuously by analysis of the
out-coupled fiber fields.
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12.1. Introduction

Suitably designed laser fields allow one to trap individual quantum particles at well
defined locations and cool them to their motional ground state [9; 178]. Already
some time ago it has been demonstrated that trapping and cooling is also possible
close to optical nano-structures and, in particular, in the vicinity of a tapered optical
nanofiber [11; 98; 124]. Once trapped, the atoms interact with the evanescent field of
light modes propagating within the fiber [124] exchanging energy and momentum. Thus
the light strongly influences the atomic motion in the trap which in turn modifies the
light propagation [57; 179–181]. As photons within the fiber propagate over practically
infinite distances they collectively couple to all atoms, which induces all-to-all long-range
interactions [112]. In this way thousands of atoms can be trapped, which leads to strong
collective effects [14].
The individual atom-atom coupling via resonant photon emission by one atom followed
by absorption by a second atom is typically rather small [77; 182], but it can already
lead to spatial self-ordering of the atoms [183]. The induced force can be significantly
increased if the atoms are transversely illuminated far off any internal atomic resonance
to induce collective coherent scattering into the fiber [15; 72; 184]. Here the interference
between the mode amplitudes created by scattering from different particles leads to
gradient or dipole forces, which appear without changing the internal atomic state from
spontaneous emission [16]. Properties of these forces can be modified by help of two
laser frequencies [80].
The interactions between the particles depend on the properties of the incoming light
field. With careful choice of laser frequencies and powers almost arbitrary shapes
of interaction forces can be synthesized [185]. In this work we give examples how
this property could be used for quantum simulation [17–23; 29; 30] as well as for
quantum computation. By designing the incoming light field we show, for example, how
the interaction between ions can be simulated, even if they are ordered in 2D or 3D
geometries. In contrast to quantum simulation with ions [186; 187] we can even turn
off the interactions between arbitrary pairs of particles. In the second part we describe
the oscillator states as qubits and use this approach to design quantum gates [25; 26] or
produce entangled states [24; 27; 28].
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xx xj-1 j j+1

Figure 12.1.: Sketch of our system: N particles are confined in homogeneous traps next
to a nanofiber. The particles are illuminated by multi-color transverse pump fields and
scatter light into the fiber. Interference of the scattered fields in the fiber leads to effective
forces between the particles.

12.2. Materials and Methods

12.2.1. Tailored coupling of the quantized motion of a trapped
atom chain

In this work we consider N particles, typically atoms, molecules or nanospheres, har-
monically trapped at predefined positions along an optical nanofiber. As depicted in
Figure 12.1, these atoms interact with the evanescent field of the propagating nanofiber
modes. Additionally, the particles are transversely illuminated by pump fields of tunable
frequency. Each particle thus coherently scatters light from the pump fields into the fiber,
where it interferes with light scattered by other atoms. The particles thus redistribute
the field along the fiber which leads to effective interactions and forces between the
particles. The interaction created by each frequency component of the pump light is
long-range and depends on the distances between pairs of particles on the wavelength
scale. Hence displacing one particle changes the overall fiber field and thus the forces
acting on all other particles.
Similar long-range interactions and forces have been discussed already in a pioneering
work by Chang et al. in [15]. There the focus was on resonant excitation and radiation
pressure induced by internal transitions of an atom coupled to the waveguide. In line
with our previous work [185] we will here allow for a very general form of mechanical
interaction between the particles which can be achieved via frequency shaping of the
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illumination light.
In our model the transverse pump field is a sum of many plane waves with different
intensities and frequencies. We assume that the different spectral components are
sufficiently distinct such that the interference terms are negligible as the individual
components are spatially but not time-coherent and interactions average out in time.
The effective pair forces between the particles in such a system can be calculated using
a beamsplitter matrix model describing all the scattering processes by the particles [16].
Note that the particles in principle also back-scatter a fraction of the field propagating
in the fiber. But since this contribution is typically very small and we assume weak
coupling of the particles to the fiber field [15; 185] such that each particle reflects only
a tiny fraction of the propagating fiber fields. Hence we neglect back-scattering effects
and assume that the force on the particles arises solely due to interference effects of
the fields scattered into the fiber from the transverse pump. This assumption generally
works well for small particle numbers, but for large system sizes even a small reflection
by each particle can lead to significant collective effects [9].
Within this approximation the radiation force Fj on a classical particle at position xj
can be written as a sum of effective two-particle forces fpair(xi, xj) between this particle
and all the other particles at positions xi [185]

Fj =
N∑
i=1
i 6=j

fpair(xi, xj) =
N∑
i=1
i 6=j

∑
k

σscIk cos (k (xj − xi)) sign(xi − xj)
c

, (12.1)

with N the number of particles along the fiber, Ik the intensity of the field with frequency
ωk = k/c and σsc the scattering cross section between the particles and the beam.
Using this force we define a two-particle potential upair(xi, xj) such that fpair(xi, xj) =
−∂xjupair(xi, xj). For a system of N particles the total potential is thus the sum of all
two-particle interactions

Utot(x1, . . . , xN) = 1
2

N∑
j=1

N∑
i=1
i 6=j

upair(xi, xj) = 1
2

N∑
j=1

N∑
i=1
i 6=j

∑
k

σscIk
ck

sin (k|xi − xj|) . (12.2)

It is clear that any translation of one particle changes the light field along the fiber
and thus the optical potential seen by all the other particles. The same result can be
obtained following the model of Chang et al. [15] by taking the weak scattering limit

114



12.2. Materials and Methods

for far-detuned light. Eliminating the internal excited states of the particles then leads
to the force given in Equation (12.1).
We studied such a system in a previous work [185] where we assumed classical point
particles allowed to move freely along the fiber direction. Here we study locally trapped
and very cold particles which requires a quantized description of motional degrees of
freedom.
In the present model we thus consider particles trapped in harmonic potentials centered
at positions xj,0, j = 1, . . . , N , UHO = ∑N

i=1mωT∆2
i /2, with m the mass of the particles,

ωT the frequency of the harmonic oscillator traps and ∆i = xi − xi,0. We assume that
the particles are tightly trapped in transverse direction and linearize the motion along
the longitudinal motion of the particles in Equation (12.2) around the center of the
harmonic oscillators xi,0, xi → xi,0 + ∆i, with k∆i � 1. We thus obtain an effective
Hamiltonian

Ĥ =
∑
k

Ikσsc
c

N∑
j=1

j−1∑
i=1

(1
k

sin (kdij) + (∆j −∆i) cos (kdij)
)

−
N∑
i=1

k (∆j −∆i)2

4 sin (kdij)
)

+
N∑
i=1

(
P 2
i

2m + mω2
T

2 ∆2
i

)
, (12.3)

with dij = |xj,0 − xi,0|. We quantize the relative motion of the particles with respect to
the trap centers by setting

∆̂i =
√

~
2mωT

(âi + â†i ) = δ0(âi + â†i ), (12.4a)

P̂i = i

√
~mωT

2 (â†i − âi) = i~
2δ0

(â†i − âi), (12.4b)

with the oscillator length δ2
0 = ~/(2mωT ).

Ignoring the constant terms in the Hamiltonian we thus obtain

Ĥ = ˆ̃Hosc + Ĥint + Ĥrwa (12.5a)

ˆ̃Hosc =
N∑
i=1

~

ωT − N∑
j=1

∑
k

Ωk sin (kdij)
 â†i âi =

N∑
i=1

~ω̃iâ†i âi (12.5b)

Ĥint =
N∑
j=1

N∑
i=1

∑
k

~Ωk sin (kdij) â†j âi (12.5c)
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Ĥrwa = ~
N∑
j=1

j−1∑
i=1

∑
k

εk cos (kdij)
(
âj + â†j − âi − â

†
i

)

−
N∑
i=1

∑
k

Ωk

2 sin (kdij)
(
â2
j + â†j

2 − âj âi − â†j â
†
i

))
, (12.5d)

with Ωk := σscIkδ
2
0k/(~c) and εk := σscIkδ0/(~c). Here, Ĥrwa generates force terms in

the time evolution oscillating at the trapping frequency or higher, which typically cancel
out when averaged over one period. Hence we will neglect them later in Section 12.3.2.
Effectively they lead to a small displacement of the particles equilibrium and a change
of the effective frequency of the oscillators (squeezing). Ĥint describes the interactions
between the particles and ˆ̃Hosc the harmonic potential with shifted frequency ω̃i due to
the interaction of the particles.

12.2.2. Model assumptions and limitations

In our model we assume that the particles are harmonically trapped and we require
that the transverse pump fields convey strong enough particle-particle interactions to
influence the motion of the trapped particles along the fiber direction. At the same
time the fields must be weak enough such that we can neglect saturation effects and
eliminate any particle’s internal degrees of freedom. In the following we study in some
more detail how all these limiting conditions restrict the operating parameters.
The intensity of the light field scattered into the fiber by the particles depends on
the incoming photon energy ~ω and flux, the emission rate into the fiber γguid, the
effective mode cross section A of the fiber field and the excited state population ρee. We
approximate the particles as effective two-level systems and operate at low saturation
by choosing large laser detuning ∆� Γ from atomic resonance, with Γ the decay rate.
In this limit the excited state fraction is ρee ≈ I0/(2Isat(1 + 4∆2/Γ2))� 1, with I0 the
intensity of the incoming pump field and Isat the saturation intensity.
The emission rate into the fiber depends on the spatial profile of the fiber field determining
the field strength at the atomic position and on the atomic dipole matrix element. A
single-mode fiber carries only the fundamental HE11 -mode. The explicit expression
for the mode profiles are, for example, given in [32]. Here, we assume that the
modes and the atomic dipoles are linear polarized perpendicular to the fiber axis. In
this case the particles scatter the light symmetrically into the fiber. Using Fermi’s
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golden rule the emission rate into the fiber can be found with γguid ≈ 0.13 Γ, with
Γ = |~d|2ω3/(3πε0~c3) the free-space emission rate [47]. Usually γguid for atoms along
a nanofiber is between 0.1 − 0.2 Γ [47], but can be tuned up to 0.99 Γ for quantum
dots [50; 51] or superconductory transmon qubits [188]. Recently the coupling efficiency
could be improved for atoms, when using a hole-tailored nanofiber and reached 0.6 Γ [48].
The intensity scattered into the fiber by the particles can thus be estimated by

Ik = ~ω
A
γguidρee ≈

1
2
~ω
A
γguid

I0/Isat
1 + 4∆2/Γ2 . (12.6)

For a nanofiber with radius r = 200 nm, the fiber cross section area A = r2π, the
Cesium D2-line ω ≈ 2.2 · 1015 Hz with Γ = 33 · 106 1/s and the mass of Cesium
m ≈ 220 · 10−27 kg, and a detuning ∆ = 100 Γ we find that the intensity scattered into
the fiber is Ik ≈ 6.2 · 10−4 I0/Isat W/m2.
To linearize the interaction potential we require a very deep potential such that the
particles are well trapped k∆i � 1. With ∆i = δ0(a†i + ai) and δ0 =

√
~/(2mωT ), this

means
kδ0 = ω

c

√
~

2mωT
� 1 (12.7)

and we find
ωT �

ω2

c2
~

2m. (12.8)

Using the parameters for the Cesium D2-line this implies ωT � 105 Hz.
Using these requirements we can compare the trapping potential HT with the interaction
arising from the transverse pump Hpump. Starting from the initial potential Ĥ =
Ĥpump + ĤT without any expansion

Ĥ = 1
2

N∑
j=1

N∑
l=1

σscIk
ck

sin(kdjl) +
N∑
j=1

~ωT â†j âj, (12.9)

we find Ĥpump ∝ σscIk/(2kc) and ĤT ∝ ~ωT . The scattering cross section can be approx-
imated by the fiber cross section σsc ≈ A. Inserting the intensity from Equation (12.6)
and the boundary on the trapping frequency from Equation (12.8),

~ωT
σscIk
2kc
≈ 4ωT
γguidρee

= 8ωT
γguid

1 + 4∆2/Γ2

I/Isat
� 8

γguid

(
ω

c

)2 ~
2m

1 + 4∆2/Γ2

I/Isat
. (12.10)

117



12. Preprint

Using again the parameters for Cesium and setting ρee ≈ 10−2 and ωT ≈ 106Hz we get
the condition ~ωT/ (σscIk/(2kc))� 3.
Assuming tightly trapped particles the interaction strength in the Hamiltonian (12.5a)
is thus limited by

Ωk = σscIkδ
2
0ω

~c2 � γguidI/Isat
2(1 + ∆2/Γ2) . (12.11)

Using the parameters for Cesium as given above we find Ωk � 105 Hz.

12.3. Results

The Hamiltonian in Equation (12.5a) shows that we can design the effective interactions
between the particles by choosing the intensities and frequencies of the incoming fields
as well as the distances between the trapping positions of the particles. In the following
section we show how this can be used to simulate a system where particles interact via
some specific physical potential of choice. Here as a generic long range interaction we
choose a Coulomb-type 1/r potential. In the later Sections 12.3.2 and 12.3.3 we discuss
how this approach can be used to design quantum gates or how to entangle the motion
of many particles.

12.3.1. Simulating Coulomb interactions between trapped
quantum particles

The Hamiltonian in Equation (12.5a) can be used to simulate any symmetric two-body
interaction. In the following example we will use the effective atom-atom interaction
via the waveguide to mimic the Coulomb interaction between ions.
In principle one could tune the light fields to mimic a full Coulomb potential, but since
1/r is difficult to approximate in a Fourier series this would require a very large number
of laser fields. However, if we assume that the ions are also harmonically trapped, we
only have to tune the atom-light interaction to mimic the Coulomb interaction at the
position of the trapped ions.
To simulate the Coulomb (or any other) potential we first linearize it around the
trapping positions, quantize the motional degrees of freedom and then compare the
terms with the Hamiltonian from Equation (12.5a). Using this concept one can even
map higher-dimensional systems of interacting particles to our 1D-system.

118



12.3. Results

Figure 12.2 shows an example, where we simulate the interaction between three ions
distributed along a line by a system of particles along a nanofiber. The Coulomb
potential Vcoul of N interacting ions along a line of charge qi at distances Dij is given
by

Vcoul =
N∑
i=1

∑
j 6=i

1
8πε0

qiqj
Dij

. (12.12)

Linearizing around their trapping position, quantizing the motional degrees of freedom
and ignoring the constant terms we find for q = qi = qj.

Ĥcoul = ˆ̃Hcoulosc + Ĥcoulint + Ĥcoulrwa , (12.13a)

ˆ̃Hcoulosc =
N∑
i=1

~

ω′T + 1
8πε0~

∑
j 6=i

4q2δ′20
D3
ij

 â†i âi, (12.13b)

Ĥcoulint = − 1
8πε0

N∑
i=1

∑
j 6=i

4q2δ′20
D3
ij

â†i âj, (12.13c)

Ĥcoulrwa = 1
8πε0

N∑
j=1

j−1∑
i=1

−2q2δ′0
D2
ij

(
âj + â†j − âi − â

†
i

)

+
∑
j 6=i

2δ′20 q2

D3
ij

(
â2
j + â†j

2 − âj âi − â†j â
†
i

) . (12.13d)

This Hamiltonian from Equation (12.13a) describes tightly trapped ions interacting via
a Coulomb potential.
To simulate this system with particles interacting via a waveguide we compare the terms
of Hcoul with the Hamiltonian from Equation (12.5a). We find that the individual terms
agree if we choose distances dij , wavenumbers k and interaction strengths Ωk such that:

δ′0
4πε0~ω′T

q2

D2
ij

= −
∑
k

εk
ωT

cos(kdij), (12.14a)

δ′20
2πε0~ω′T

q2

D3
ij

= −
∑
k

Ωk

ωT
sin(kdij). (12.14b)

Note, that the distances between the particles in our system, dij, are different from the
distances in the simulated Coulomb system, Dij . Also the harmonic trapping frequencies
ωT and ω′T can be chosen independently.
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For given distances dij and frequencies kl = k0 + l∆k, Equations (12.14) become a set
of linear equations for the interaction strengths Ωl ≡ Ωkl . Choosing D12 = D as a
reference we define an interaction strength Ω̃ such that

q2δ′20
2πε0~ω′T

1
D3 = Ω̃

ωT
. (12.15)

Equations (12.14) then simplify to

D3

2D2
ij

= −δ′0
∑
l

εl

Ω̃
cos((k0 + l∆k)dij)

= −δ
′
0
δ0

∑
l

Ωl

Ω̃(k0 + l∆k)
cos((k0 + l∆k)dij), (12.16a)

D3

D3
ij

= −
∑
l

Ωl

Ω̃
sin((k0 + l∆k)dij). (12.16b)

These equations form a linear system of equations for the interaction strength depending
on the intensities of the incoming fields. Consequently, we have two equations for every
different distance Dij and thus need the same number of fields. One way to solve this
system is to assume that the particles are equally distributed with di,i+1 = 3λ0/8 and
then choose the frequency spacing ∆k such that the intensities Ik are positive. Although
the fiber system is a 1D-system, one could even map 2D or 3D-systems on it. In this
case we have N · ND oscillators, with N the number of ions and ND the number of
dimensions. And in general this means we also need N ·ND particles in the simulation.
Here the first N particles correspond to the interactions between the ions in the first
dimension and the second N particles to the interactions in the second dimension and
so on.
Figure 12.3 shows three ions arranged in an equilateral triangle. In this case we have
ND = 2 dimensions and N = 3 ions and thus need six particles along the fiber. The
Coulomb potential then is given by

Vcoul =
N∑
i=1

∑
i 6=j

1
8πε0

qiqj√
D2
ijx +D2

ijy

, (12.17)

with Dijx and Dijy the distances between the ions in x and y-direction and D2
ij =

D2
ijx +D2

ijy . Here we have to linearize in the x as well as in the y direction. We assume
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D
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Vcoul12 Vcoul23

Vcoul13

u12
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1 2 3
u23
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Figure 12.2.: We map three ions along a line, which interact via the Coulomb force
separated at a distance D on a system of particles along a nanofiber, with distances d12
and d23. This can be done by finding the right distances, frequencies and interactions
strengths to solve Equations (12.16). The lower figures show the eigenenergies of these
three harmonically trapped ions with Coulomb repulsion (blue) in comparison to particles
trapped along the fiber with simulated interaction (red) as function of the distance between
the interacting particles. In the simulation the particles are trapped along the fiber at
fixed distances d12 = d23 = 3/8 λ0 and the pump laser parameters are adjusted to mimic
Coulomb interaction at arbitrary distances between the ions. We use ∆k = 0.7 k0 and
Ω0/Ω̃ = 0.34 + 1.07 k̃0D, Ω1/Ω̃ = 1.16 + 1.34 k̃0D, Ω2/Ω̃ = 1.68 + 1.58 k̃0D, Ω3/Ω̃ =
0.74 + 1.4 k̃0D, with k̃0 = k0δ0/δ

′
0. We define Ω̃/ωT in a way so that every Ωl/ωT < 0.004

is restricted as required by Equation (12.11). So Ω̃/ωT = Max(Ωl/Ω̃)/(0.004k̃0D)3. The
figure on the left side shows the energies corresponding to the first oscillator state and
the right figure shows the energies corresponding to the second oscillator state.
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that the oscillators in x and y directions have the same trapping frequency ω′T . To
reduce the number of equations, we here ignore the fast oscillating terms Ĥcoulrwa and
find

Ĥcoul = ˆ̃Hcoulosc + Ĥcoulint , (12.18a)

ˆ̃Hcoulosc =
N∑
i=1

~

ω′T + 1
8πε0~

∑
j 6=i

4q2δ′20
D5
ij

((D2
ijx −

1
2D

2
ijy

)
â†ix âix

+
(
D2
ijy −

1
2D

2
ijx

)
â†iy âiy

)
, (12.18b)

Ĥcoulint = − 1
8πε0

N∑
i=1

∑
j 6=i

4q2δ′20
D5
ij

((
D2
ijx −

1
2D

2
ijy

)
â†ix âjx +

(
D2
ijy −

1
2D

2
ijx

)
â†iy âjy

−3
2DijxDijy

(
â†ix âjy + âix â

†
jy − âix â

†
iy − â

†
ix âiy

))
. (12.18c)

Defining an interaction strength Ω̃, D = D12 and kl = k0 + l∆k as in Equation (12.15)
we have to solve the following 15 equations

D3

D5
ij

(
D2
ijx −

1
2D

2
ijy

)
= −

∑
l

Ωl

Ω̃
sin((k0 + l∆k)dixjx), (12.19a)

D3

D5
ij

(
D2
ijy −

1
2D

2
ijx

)
= −

∑
l

Ωl

Ω̃
sin((k0 + l∆k)diyjy), (12.19b)

3
2
D3

D5
ij

DijxDijy =
∑
l

Ωl

Ω̃
sin((k0 + l∆k)dixjy), (12.19c)

∑
j

3
2
D3

D5
ij

DijxDijy = −
∑
l

Ωl

Ω̃
sin((k0 + l∆k)dixiy). (12.19d)

A special feature of such a mapping is that the interactions between specific pairs of
particles can be individually tuned or even turned off as in Figure 12.3 for the particles
at the bottom of the triangle. This allows one to implement any graph of interacting
particles. Obviously such systems could not be implemented with actual ions. To show
the validity of this mapping we calculate the eigenenergies of the waveguide system and
compare them with the original Coulomb system (cf. Figure 12.2 for the ions along a line
and Figure 12.4 for the ions ordered like a triangle). The energy levels of the oscillators
split up due to the interaction between the particles. As long as the tight-binding
condition for the ions is met, we find excellent agreement for all three systems. Note
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Figure 12.3.: We simulate the Coulomb interaction of three ions arranged in an equilateral
triangle by a 1-D particle chain along a nanofiber. The first three particles correspond to
the interaction in x-direction, while the next three particles correspond to the interaction
in y-direction. In Fig. 12.4 we also show an example where the interaction between the
ions number 1 and 3 is turned off.

that the frequencies to solve Equations (12.16) and (12.19) are distributed over a large
spectrum between k0 and 3.8 k0 and k0 and 5.3 k0, respectively. But other methods to
solve the equations might avoid this issue.

12.3.2. Bipartite quantum gates between distant particles

In the previous section we showed how changing the distances between the traps or the
intensity and frequency of the incoming light fields allows one to tailor the interaction
between the particles. Here we demonstrate how this can be used to design quantum
gates.
Writing the Hamiltonian from Equation (12.5a) in an interaction picture we find that
the terms ∝ âi, â

†
i oscillate with ω̃i and the terms ∝ â2

i , â
†
i
2, âj âi, â

†
j â
†
i oscillate even

with 2ω̃i, while the terms ∝ â†j âi, â
†
j âj do not oscillate. The rapidly oscillating terms

average to zero and thus the Hamiltonian of Equation (12.5a) simplifies to

Ĥint =
N∑
j=1

N∑
i=1

∑
k

~Ωk sin (k|xj,0 − xi,0|) a†jai =
N∑

i,j=1
~gija†jai, (12.20)
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Figure 12.4.: Eigenenergies of three harmonically trapped ions with Coulomb repulsion
ordered like a triangle (blue) in comparison to particles trapped along a fiber with light-
induced interaction (red) as shown in Figure 12.3 as function of the distance between
the interacting ions. This can be done by finding the right distances, frequencies and
interactions strengths to solve Equations (12.19). In the simulation the particles are
trapped along the fiber at fixed distances d12 = d23 = 1/3 λ0, d34 = λ0 and d45 = d56 =
1/4 λ0 and the pump laser parameters are adjusted to mimic Coulomb interaction at
arbitrary distances between the ions with ∆k = 0.33 k0. k̃0 and Ω̃/ωT are defined as
above in Figure 12.2. The figures in the upper row show the eigenenergies when all
particles are interacting, while in the lower figures the interaction between ions number 1
and 3 at the bottom of the triangle is suppressed. The figures on the left side show the
energies corresponding to the first oscillator state and the right figures show the energies
corresponding to the second oscillator state. Data values can be found in the appendix in
Table 12.1.
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Figure 12.5.: Time evolution of the excited motional state occupation for three coupled
particles. The blue line corresponds to the first particle, the orange line to the second
particle and the green line to the third particle. We start from a state |100〉 where only
the first particle is excited and set the distances to d12 = 3/4 λ1, d23 = 7/8 λ1, k2 = 4/3k1
and Ω2 = 0.82 Ω1. Choosing these parameters, the interaction between the third and the
other two particles can be turned off, while the first two particles still interact with each
other.

with Ωk = σscIkδ
2
0/(~kc) and gij := ∑

k Ωk sin (kdij). Now it is obvious that the
interaction between any particle pair i and j can be turned off by finding frequencies,
positions and intensities such that the coupling gij vanishes. This is very important for
gates as they should only act on special and not on all particles.
Figure 12.5 shows an example for three particles, where only two particles interact.
Choosing the distances and frequencies with kl = k0 + l∆k with ∆k < k0, we have to
solve N(N − 1)/2 equations, with N the number of the particles in the system and,
thus, need N(N − 1)/2 frequencies and intensities. Note, that the distances have to be
chosen such that they are different for interacting and non-interacting pairs.

Using the two lowest oscillator states as qubit basis

The simplest way to map the harmonic oscillator to a qubit-system is to consider only
the ground |0〉 and first excited state |1〉. As the Hamiltonian from Equation (12.20)
is ∝ a†jai the resulting dynamics do not leave the subspace of these two states. For
the basis (|0〉|0〉, |0〉|1〉, |1〉|0〉 and |1〉|1〉), the states evolve with the time-evolution
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operator Û(t) = exp(−iĤt/~),

Û(t) =


1 0 0 0
0 cos(2gt) −i sin(2gt) 0
0 −i sin(2gt) cos(2gt) 0
0 0 0 1

 , (12.21)

which is equivalent to a mapping

|0〉|0〉 → |0〉|0〉 (12.22a)
|0〉|1〉 → cos(2gt)|0〉|1〉 − i sin(2gt)|1〉|0〉 (12.22b)
|1〉|0〉 → −i sin(2gt)|0〉|1〉+ cos(2gt)|1〉|0〉 (12.22c)
|1〉|1〉 → |1〉|1〉 (12.22d)

In this case the states |0〉|0〉 and |1〉|1〉 are not affected by the interaction, but we see
oscillations between |0〉|1〉 and |1〉|0〉.
After an interaction time such that gt = π/4 + 2πn, n ∈ Z, U(t) changes to

ÛSWAP =


1 0 0 0
0 0 −i 0
0 −i 0 0
0 0 0 1

 . (12.23)

This corresponds to an i-SWAP gate, which swaps the states of the two particles and
introduces a phase, if the two particles are in different states.
Similarly the square root of an i-SWAP-gate (SQiSW) can be implemented by choosing
gijt = π/8 + πn, n ∈ Z. Then U(t) changes to

ÛSQiSW =


1 0 0 0
0 1√

2 − i√
2 0

0 − i√
2

1√
2 0

0 0 0 1

 . (12.24)

ÛSQiSW is a universal entangling gate and any quantum computation can be implemen-
ted using only single qubit rotations and the SQiSW-gate [177]. However note that
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single qubit rotations cannot be implemented in the formalism described here as every
interaction changes the state of (at least) two particles. One would thus need a separate
mechanism to rotate the state of each particle individually.

Coherent states as computational basis

As our individual quantum systems are oscillators we can go beyond the two-state
approximations and also use higher excited motional states as computational basis. One
particularly useful approach, which has been put forward and intensively studied for
photons, is the use of coherent states as qubits. Typically the computational basis is
then a pair of coherent states | − α〉, |+ α〉 [189–192],

|α〉 =
∞∑
i=0

e−
|α|2

2
αi√
i!
|i〉, (12.25)

with complex amplitude α. Although the two states are not perfectly orthogonal, the
overlap between | + α〉 and | − α〉 is negligibly small for sufficiently large |α|. For
example,

|〈+α| − α〉|2 = e−4|α|2 ≈ 0.018, (12.26)

for amplitudes as small as α = 1. In this basis quantum calculations can be performed
relatively loss and fault tolerant [191] and it turns out that all relevant two qubit
interactions can be based on the so-called beamsplitter coupling between two sites [192].
The interaction is then simply given by U(t) = exp

(
iθ/2

(
â†1â2 + â1â

†
2

))
, with θ the

polarization angle between the two interacting beams. It turns out that this is just the
dominant term of light scattering interaction (12.20) which can be well controlled in
strength, time and space.
The subset of coherent states {|α〉|α′〉}, with |α| = |α′| evolves as

eiĤintt/~|α〉|α′〉 = |α cos (gt) + iα′ sin (gt)〉|α′ cos (gt) + iα sin (gt)〉. (12.27)
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such that

| − α〉| − α〉 → | − eigtα〉| − eigtα〉 (12.28a)
| − α〉|+ α〉 → | − e−igtα〉|e−igtα〉 (12.28b)
|+ α〉| − α〉 → |e−igtα〉| − e−igtα〉 (12.28c)
|+ α〉|+ α〉 → |eigtα〉|eigtα〉 (12.28d)

A more detailed calculation of this evolution can be found in the Appendix 12.5.2. As
discussed in [191], this evolution corresponds to a beamsplitter interaction for photonic
states. There it is also discussed that one can use this and a single-qubit rotation to
implement a CNOT gate.
In contrast to what we found in Equation (12.22), we here see that the state |−α〉|−α〉
can be flipped to |+ α〉|+ α〉 and vice versa. Note also that the coherent qubits evolve
outside the subspace {|+ α〉, | − α〉} for gt 6= nπ.

12.3.3. Entanglement propagation via controlled long-range
interaction

The discussion above focused on entangling any two particles in a larger system using
quantum gates realized by two-particle-gates. Here we shall briefly investigate how a
larger number of particles can be entangled.
If we only have a single pump field of frequency k0 and put all particles at equal distance
nπk0, with arbitrary integer n, then no particle will interact with any other particle
as sin (k0dij) = 0. If we now displace one particle by ζ 6= nπk0, this particle starts to
interact with all other particles, but there are still no direct interactions between the
remaining particles.
But as shown in Figure 12.6, this is sufficient to create an effective all-to-all interaction.
There we have three particles where the first and the second particle do not interact
directly, but both interact with the third particle.
This is demonstrated using the mutual von-Neumann entropy,

Si = −tr (ρi ln ρi) , (12.29)
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Figure 12.6.: Entanglement buildup for three coupled particles as a function of time
with d12 = λ0/2 and d23 = (1/2 + 0.1)λ0 for the initial state |001〉. The two curves show
the entanglement entropy of the subsystem containing particles 2 and 3 (blue) and the sub-
system containing particles 1 and 2 (yellow). So, the blue line describes the entanglement
between the subsystem containing particle 1 and the subsystem containing particles 2 and
3, and the yellow line between the subsystem containing particle 3 and the subsystem
containing particles 1 and 2. (N) corresponds to the state 1/

√
3 (|001〉 − i|010〉+ i|100〉),

(×) to the state 1/
√

2 (|01〉 − |10〉) |0〉 and (+) to the state 1√
3 (−|001〉+ i|010〉 − i|100〉)

and (•) to the state −|001〉.

with ρi being the reduced density matrix of the subsystem i.
In the left plot of Figure 12.6 we start with a pure state, |001〉. But after a time such
that cos

(
2
√

2Ω1 sin (kζ) t
)

= 1/
√

3, indicated by the triangle, all three particles are
entangled. Later, at the time indicated by the (×), particle one and two are maximally
entangled with each other, but disentangled from the third particle.

12.3.4. State read out via the outgoing fiber fields

In the previous chapters we discussed how the motional states of the particles can be
manipulated, but how would such a manipulation be measured?
The fields leaving the fiber at the left and right edges contain information about the
states of the particles in the system and by measuring the outgoing intensities one can
determine the states of the particles.
Following the beamsplitter matrix formalism introduced in [16] we find for the amplitudes
of the outgoing fields to the left E−(x1) and to the right E+(xN) of a system with N
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particles ,

E−(x1) =
∑
k

N∑
i=1

√
Ik
cε0

eik(xi−x1), (12.30a)

E+(xN) =
∑
k

N∑
i=1

√
Ik
cε0

eik(xN−xi). (12.30b)

As the particles are well trapped we can linearize these amplitudes as we did for the
Hamiltonian and find

Ê−(x1) =
∑
k

N∑
i=1

√
Ik
cε0

(
eik(xi−x1) + ikδ0e

ik(xi−x1)
(
âi + â†i − â1 − â†1

)
(12.31a)

−1
2k

2δ2
0e
ik(xi−x1)

(
âi + â†i − â1 − â†1

)2
)
,

Ê+(xN) =
∑
k

N∑
i=1

√
Ik
cε0

(
eik(xN−xi) + ikδ0e

ik(xN−xi)
(
âN + â†N − âi − â

†
i

)
(12.31b)

−1
2k

2δ2
0e
ik(xN−xi)

(
âN + â†N − âi − â

†
i

)2
)
.

This way we can calculate the expectation vales for amplitudes and intensities for any
given particle state.
Figure 12.7 shows an example for the outgoing intensity expectation values for three
particles. It confirms that the outgoing intensity depends on the states of the particles.
Here, the states |100〉 and |011〉 cannot be distinguished in the left outgoing intensity,
I−, but they can be distinguished in I+.
In Figure 12.8 we plot the outgoing intensity for the initial conditions as above in
Figure 12.6. From the outgoing intensity we can learn which particles are entangled
and which are not.

12.4. Discussion

Mechanical interactions of particles trapped in the vicinity of an optical nanofiber can
be controlled in a versatile form by choosing the properties of incoming transverse pump
light. Using spatial and spectral light shaping of the illumination lasers the interactions
between the particles can be tailored to simulate a wide class of interaction potentials
between the particles.
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I- I+

Figure 12.7.: State-dependent light intensities emitted from the fiber to the left I− and
to the right I+ for a system with three particles. Here the distance between the first two
particles stays constant with d12 = λ0, while we vary the position of the third particle.
Red lines correspond to the ground state |000〉, blue lines to the a single excited state
|100〉, green lines to a doubly excited state |011〉 and purple lines corresponds to the state
|111〉. Note, that in the left figure the green and blue line overlap.

Figure 12.8.: Average output power I− emitted on the left side of the fiber and I+ on
the right side for a system of two particles as a function of time. The initial condition is
the same as in Figure 12.6. We start with the state |001〉 and the particles are placed at
a distance d12 = 1/2λ0 and d23 = (1

2 + 0.1)λ0. The blue line corresponds to the outgoing
intensity to the left side 〈I−〉 and the purple line to the (constant) outgoing intensity
to right 〈I+〉. (N) corresponds to the state 1√

3 (|001〉 − i|010〉+ i|100〉), (?) to the state
1√
2 (|01〉 − |10〉| 0〉, (+) to the state 1√

3 (−|001〉+ i|010〉 − i|100〉) and (·) to −|001〉
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Here we studied the low temperature limit using a quantum mechanical description of
the particle motion along the fiber direction at the trap sites and couple the particles
via a nonlocal interaction through collective coherent light scattering into the fiber. We
demonstrate that this system can be used to simulate, for example, Coulomb interactions
between harmonically trapped particles with high precision. The idea can be extended
in a straightforward manner beyond linear equidistant chains to effectively mimic a very
general class of geometries including 2D-configurations. Using time dependent laser
illumination one can even turn on and off specific interactions between arbitrary particle
pairs simultaneously. By monitoring the spectrum and intensity of the light scattered
out of the fiber ends ample information on the particle motion can be extracted in a
minimally invasive way.
As another natural application the system offers variable possibilities to design two-qubit-
gates, using not only oscillator eigenstates but also coherent states as computational
basis. The virtually infinite range of the fiber mediated interaction should allow to
implement larger systems of many qubits, without the requirement of closely spaced
trapping sites allowing independent pairwise addressing control of quantum gates.
As generic examples we studied the preparation of multi partite entangled states by
placing the particles at specific positions with respect to the illumination lasers. Again,
monitoring the outgoing intensity at the fiber ends allows to continuously determine key
properties of the collective motional states of the particles with minimal perturbation
of the entanglement properties.
Although in our example we used a very simplified model system, it provides strong
evidence that fiber coupled atoms could be a powerful, very versatile and scalable
tool for quantum simulation as well as quantum computation. Certainly there are
technical challenges to be met as e.g. ensuring sufficient radial confinement and cooling.
In a more precise model one should also include back scattering inside the fiber and
chirality related scattering control [55–57; 193; 194]. This on the one hand could be
very challenging to calculate but on the other hand a very promising extension towards
even further control possibilities of this system.
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12.5. Appendix

12.5.1. Data values for Figure 12.4

Here we list the distances, frequencies and interaction strengths used to create Figure 12.4
for different shapes of interacting ions.

Table 12.1.: Data values for Figure 12.4
Triangle Triangle with suppressed interactions

Ω0/Ω̃ 251.5 251.4
Ω1/Ω̃ 643 642.6
Ω2/Ω̃ 580.5 580.1
Ω3/Ω̃ 72 72
Ω4/Ω̃ 0 0
Ω5/Ω̃ 666.2 665.8
Ω6/Ω̃ 1149.7 1149.1
Ω7/Ω̃ 754.3 754.3
Ω8/Ω̃ 104.7 104.8
Ω9/Ω̃ 115.5 115.3
Ω10/Ω̃ 591.3 590.8
Ω11/Ω̃ 724.8 724.5
Ω12/Ω̃ 392.4 392.4
Ω13/Ω̃ 81.2 81.3

12.5.2. Time evolution of the coherent states

In this section we go into more details on how the time evolution of coherent states
|α〉|α′〉

Û(t)|α〉|α′〉 = e−igt(â1â
†
2+â†1â2)|α〉|α′〉, (12.32)

with α, α′ taking values of ±α can be calculated.
Using the definition of a coherent state, the facts that Û(t)|00〉 = |00〉 and that Û(t)

is unitary, we can rewrite this equation

Û(t)|α〉|α′〉 = e−
|α|2+|α′|2

2

∞∑
m,n=0

αmα′n√
m!n!

(
Û(t)â†1Û †(t)

)m (
Û(t)â†2Û †(t)

)n
|00〉. (12.33)
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To evaluate B̂i(t) := Û(t)â†i Û †(t) we use

d

dt
B̂i(t) = igÛ(t)

[
â†1â2 + â1â

†
2, â
†
i

]
Û †(t) = igÂj, (12.34)

for j 6= i. The solution of this system of differential equations is

Âi = â†i cos (gt) + iâ†j sin (gt) . (12.35)

This way the sum in Equation (12.33) can be rewritten to

∞∑
m,n=0

αmα′n√
m!n!

(
â†1 cos (gt) + iâ†2 sin (gt)

)m (
iâ†1 sin (gt) + â†2 cos (gt)

)n
|00〉

= eα(â
†
1 cos(gt)+iâ†2 sin(gt))eα′(iâ

†
1 sin(gt)+â†2 cos(gt))|00〉

= eâ
†
1(α cos(gt)+iα′ sin(gt))eâ

†
2(α′i sin(gt)+α cos(gt))|00〉 (12.36)

As e−α?(iâ sin(gt)+â cos(gt))|0〉 = |0〉 and the displacement operator is defined as D̂ (α) =
e−|α|

2/2eαâ
†
e−α

?â, with D (α) |0〉 = |α〉 we find the desired result

Û(t)|α〉|α′〉 = D̂1 (α cos (gt) + iα′ sin (gt)) D̂2 (α′ cos (gt) + iα sin (gt)) |0〉|0〉
= |α cos (gt) + iα′ sin (gt)〉|α′ cos (gt) + iα sin (gt)〉. (12.37)
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13.1. Approximation of the eigenvalues and
eigenvectors using perturbation theory

The transverse pump field only has a tiny effect on the particles in the deep harmonical
oscillator trap. So let us treat this effect as a small perturbation. As we exactly know
the eigenvalues and eigenvectors of the harmonical oscillators we can use perturbation
theory to approach the eigenvalues and eigenvectors of the whole system.

13.1.1. Perturbation on the ground state

The ground state of the harmonic oscillator Hamiltonian

H0 =
∑
i

~ωTa†iai, (13.1)

is the Fock state |g0〉 = ⊗N
i=1 |0〉 with eigenvalues E0

n = 0 [195].
The Hamilton operator describing the perturbation 12.5a is

H1 =
N∑
j=1

j−1∑
i=1

∑
k

εk cos (kdij)
(
aj + a†j − ai − a

†
i

)

−
N∑
i=1

∑
k

Ωk sin (kdij)
(
a†jaj − a

†
jai + 1

2
(
a2
j + a†j

2 − ajai − a†ja
†
i

)))
. (13.2)

So it follows

H = H0 + λH1, (13.3a)
H|n〉 = En|n〉, (13.3b)
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with λ a small real parameter so that H0 � λH1 and eigenstates and eigenvalues of H,
|n〉 and En.
For the perturbation in first order of our model we find

E1
n = 〈g0|H1|g0〉 = 0, (13.4)

|n1〉 =
∑
m 6=n

〈m0|H1|g0〉
E0
n − E0

m

|m0〉

= −
N∑
j=1

j−1∑
i=1

∑
k

εk
ωT

cos (kdij)
 N⊗
l=1,l 6=j

|0〉l|1〉j −
N⊗

l=1,l 6=i
|0〉l|1〉i


+

N∑
j=1

N∑
i=1

∑
k

Ωk sin(kdij)
4ωT

√2
N⊗

l=1,l 6=j
|0〉l|2〉j −

N⊗
l=1,l 6=i,j

|0〉l|1〉i|1〉j
 (13.5)

and for the perturbation in second order

E2
n =

∑
m 6=n

|〈m0|H1|n0〉|2

E0
n − E0

m

= − ~
ωT

N∑
j=1

j−1∑
i=1

∑
k

εk cos(kdij)−
N∑

i=j+1

∑
k

εk cos(kdij)
2

− ~
4ωT

N∑
j=1

(
N∑
i=1

∑
k

Ωk sin(kdij)
)2

− ~
2ωT

N∑
j=1

j−1∑
i=1

(∑
k

Ωk sin(kdij)
)2

. (13.6)

The perturbation in first order leads to new excited states, even to doubly excited states,
and the eigenvalues in second order to a small energy shift compared to the oscillator
potential.
Let us discuss this perturbation for two particles

|n〉 ≈ |00〉+
∑
k εk cos (kd)

ωT
(|10〉 − |01〉) +

∑
k Ωk sin(kd)

4ωT

(√
2 (|20〉+ |02〉)− 2|11〉

)
,

(13.7)
and

En ≈ −
~
ωT

2
(∑

k

εk cos(kd)
)2

+
(∑

k

Ωk sin(kd)
)2
 . (13.8)
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As the two particle case is the simplest one we can use it to discuss how the transverse
pump affects the system. By changing the distance d and using several frequencies we
can manipulate the states of the particles. As ∑k εk cos(kd) is just the cosine-part of a
Fourier series we can generate several symmetric functions by using special intensities
and frequencies. Then the part ∑k Ωk sin(kd) is just the derivative of this Fourier series.
So these two parts can be tailored by choosing a function which has the needed values
at a special position of the function and of its derivative. We can adjust every pairwise
interaction by choosing 2

(∑N−1
i=1 i− (N − 1)

)
frequencies and the distances between

the particles.
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Part IV.

Forces and self-ordering of
nanoparticles moving on multimode

optical fibres
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14. Introduction

Up to now we have only considered single mode nanofibres. When also allowing higher
order modes to propagate along the fibre the coupling between the fibre field and
the particles is enhanced and the individual particles can be controlled easier. As a
consequence we then also have to consider scattering between different modes. Such
scattering processes can be described by a tritter scattering-matrix approach [196]. The
scattering between the different fibre modes can even induce a stationary tractor force
against the injection direction when directly launching light from one direction into the
fibre.
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Nonlinear force dependence on optically bound
micro-particle arrays in the evanescent fields of
fundamental and higher order microfibre modes

Aili Maimaiti, Daniela Holzmann1, Viet Giang Truong, Helmut Ritsch and Síle Nic
Chormaic

Particles trapped in the evanescent field of an ultrathin optical fibre interact over very
long distances via multiple scattering of the fibre-guided fields. In ultrathin fibres that
support higher order modes, these interactions are stronger and exhibit qualitatively new
behaviour due to the coupling of different fibre modes, which have different propagation
wave-vectors, by the particles. Here, we study one dimensional longitudinal optical
binding interactions of chains of 3 µm polystyrene spheres under the influence of the
evanescent fields of a two-mode microfibre. The observation of long-range interactions,
self-ordering and speed variation of particle chains reveals strong optical binding effects
between the particles that can be modelled well by a tritter scattering-matrix approach.
The optical forces, optical binding interactions and the velocity of bounded particle
chains are calculated using this method. Results show good agreement with finite
element numerical simulations. Experimental data and theoretical analysis show that
higher order modes in a microfibre offer a promising method to not only obtain stable,
multiple particle trapping or faster particle propulsion speeds, but that they also allow

1D.H. and H.R. carried out the theoretical analyses in this publication, A.M. did the experiment,
A.M. and V.G.T contributed to the experimental data analyses and the numerical simulations,
S.N.C. and H.R. contributed in an advisory role.
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for better control over each individual trapped object in particle ensembles near the
microfibre surface.

Scientific Reports 6, 30131(2016) doi:10.1038/srep30131
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15.1. Introduction

Optical trapping with a tightly focussed laser beam was first reported by Ashkin et al. [3].
Following this early work, optical tweezers have been widely used and further developed
to provide stable trapping and manipulation of small objects [197]. Shortly after Ashkin
et al.’s pioneering work, the self-ordered distribution of particles in the maxima of an
optical lattice formed by the interference of up to five beams was demonstrated by Burns
et al. [92]. This multi-particle self-arrangement was attributed to the electromagnetic
field redistribution caused by each particle due to the presence of neighbouring particles.
The observed effect was termed “optical binding”. More than a decade later, the
observation of long-range, one dimensional (1D) longitudinally optically bound chains
of microparticles in the field of two weakly-focussed counter propagating Gaussian [198]
and non-diffracting Bessel beams [199] was reported. In those works, the net scattering
force from each beam was cancelled out and the coherently scattered light from each
trapped particle interfered to create attractive or repulsive forces between the particles.
The balance between these forces of the dispersed particles caused them to re-arrange
their positions with preferential interparticle spacings that were roughly equal to several
times the particle diameter. Following this, there have been many theoretical and
experimental studies explaining this scattered field interaction with regard to dielectric
objects [74; 200–204], cells [205] in free space beams [74; 200; 201], as well as in the
evanescent fields of prisms [202; 203] and waveguides [204–206].
Unlike a 3D optical binding geometry - where the interaction between the trapped objects
rapidly decays with distance - long-range, strong binding interactions can be realised if
scattered polarisable particles are spatially confined in a 1D geometry [69]. In certain
circumstances it could provide ultrastrong and self-consistent traps for small particles,
or even atomic ensembles, if the light fields are optically confined to resonators [70] or
waveguides [15; 16]. Along with the use of prisms to generate evanescent fields, optical
micro/nanofibres (MNFs) are attractive alternatives [207–209]. The tightly confined
optical fields at the waist regions of MNFs make them distinctly valuable for a wide
range of applications such as propelling dielectric and biological particles in liquid
dispersion [210–212], particle sorting [213] and cold atom characterisation, trapping
and detection [34; 214–217].
Recently, Frawley et al. reported on optical binding of silica spheres on the surface of a
nanofibre [114]. The discussion focussed on how a fundamental fibre mode (FM) can
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interact with surrounding objects, causing mutual interactions between them. There
have been several theoretical proposals on using the first group of higher order fibre
modes (HOMs) for particle trapping and detection, particularly in relation to cold
atoms [218–221]. Here, HOMs imply the coexistence of true TE01, TM01 and HE21o,e

modes of a fibre, also referred to as the first order linearly polarised (LP11) mode
family. Preliminary experimental studies on the interaction of nanofibre HOMs with
cold atoms [222] and particle manipulation [223] have been published. These works
illustrate the advantages of HOM-supporting MNFs, such as achievable higher field
amplitudes, larger field extensions from the fibre surface and a larger fibre taper cut-off
diameter compared to that needed for FM propagation. Most importantly, the 3D
geometries that can be obtained from the interference of co-propagating HOMs and
FMs could facilitate studies in the retrieval and storage of orbital angular momentum
of light in atomic ensembles near an MNF surface.
While previously published work has shown that the speed of single particles for HOM
compared to FM propagation is increased [223], our recent study on two-particle binding
in a HOM [224] field manifested new phenomena - the speed of two coupled particles
and their inter-particle distances are clearly different from those of the fundamental
mode case.
In this work, we study the dynamics of longitudinal, self-ordered structures of dielectric
microparticles under the influence of the FM and HOMs of a 2 µm tapered fibre, both
theoretically and experimentally. The first group of HOMs, which corresponds to the
LP11 mode family, was generated by launching a first-order Laguerre-Gaussian beam
(LG01) into a suitable fibre. The LG01 beam was formed using a spatial light modulator
(SLM). With the assistance of a custom-built optical tweezer it was possible to trap and
move a fixed number of particles to the fibre. Particle speeds and inter-particle distances
were compared for each chain. Additionally, the experimental data is supported by
analytical and numerical analyses based on an intuitive three-mode scattering-matrix
model for large particle ensembles on the microfibre surface. The optical binding forces
on the particles for the HOMs and the FM are also verified using the full Maxwell stress
tensor method.
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15.2. Theoretical Analysis

15.2.1. Scattering-matrix approach and forces acting on
multi-particle trapping

In order to calculate the optical forces acting on the particles, one first needs to calculate
the E-field surrounding them by solving the scattering problem and then use these fields
to obtain the forces. For this calculation, we first develop a 2D numerical model based
on the finite element method (FEM) to calculate the field distribution and the forces
exerted on the particles. This method of numerical analysis is similar to that reported
in our previous work [114; 223]. Parameters used in this numerical simulation are: the
propagating wavelength, λ = 1064 nm, the refractive index of the fibre, nfibre = 1.456,
of water, nwater = 1.33 and of the beads, nbead = 1.57. In order to be consistent with
the experimental data, in all simulations the propagating power at the fibre waist was
assumed to be 30 mW. Although this FEM model can be used to investigate the
interaction of the scattering objects and the guided surface modes very accurately, it
requires high performance computing resources even for symmetrical configurations.
Therefore, we use this method to calculate the forces only for the case of a single particle
and two particles. These numerical results are used to precisely determine the mode
propagation loss and mode coupling strengths for the case of several trapped particles
on a fibre surface.
To obtain the scattered field solution for more than two particles trapped in the
evanescent fields of a microfibre, a tritter scattering-matrix approach is proposed [196].
Since the chosen trapped particles are larger than the excitation wavelength, the forward
scattered light from the particles is much stronger than the backward scattering. In
this alternative force calculation method, we make the simplifying assumption that the
backward scattered light from particles is negligible. The physical model consists of N
dielectric particles that are longitudinally bounded along the fibre surface as specified
in Fig. 15.1. Figure 15.1 shows an example of how the laser light incident from the
left is coupled into the microfibre and represented by the electromagnetic field, E(x),
at a chosen wavelength, λ = 1064nm. Here, the particles act as beam splitters with
the input incident beam split into three beams. The sinusoidal orange (Aj) and pink
(Bj) arrows represent the total incoming and outgoing light fields, respectively. The
white and red arrows indicate the attractive (Fn,j) and repulsive (Fb,j) optical binding
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Figure 15.1.: 1D array of N particles scattering light under the influence of the HOM
evanescent fields of a 2 µm fibre.
Laser light is coupled into the microfibre from the left at a wavelength of 1064 nm.
The power at the waist is Pin = 30 mW, Fn (white arrow) and Fp (red arrow) indicate
the attractive and repulsive binding forces; Aj (orange sinusoidal arrow) and Bj (pink
sinusoidal arrow) are the amplitudes of the incoming and outgoing light fields from the
particles; d is the relative distance between the particles.

forces, respectively. For a particle at position, xj, along the fibre axis, the E-field can
be written as:

E(x) = Aj exp
i ∑

q=a,b,c
kq(x− xj)

+Bj exp
−i ∑

q=a,b,c
kq(x− xj)

 , (15.1)

for j = 1 to N and ktot = ka, kb, kc represents the complex wave-vector of three forward
scattered modes propagating both inside and outside the fibre surface. When a fibre
mode evanescently interacts with particles, the scattered light can be described by a
wave-vector, kb = ka/cos(α0), where ka is the wave-vector length of the incident field in
the medium surrounding the particles and α0 is the polar angle between the incident and
the scattered light. The parameter kc is the complex wave-vector component attributed
to the effective propagation lossy modes which penetrate into the surrounding host.
As has been proposed by Schnabel et al. [196], for general three-port beam-splitters, if
the phases are chosen such that the scattering-matrix, M, is symmetric, the complex
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component, Bj = M×Aj, can be written as

Bja

Bjb

Bjc

 =


η1e

iφ0 η4e
iφ1 η5e

iφ3

η4e
iφ1 η2e

iφ0 η6e
iφ2

η5e
iφ3 η6e

iφ2 η3e
iφ0 ,

 (15.2)

where 0 < ηi < 1 describes the amplitude and represents the phase coupling. Aja, Ajb
and Ajc are the incoming field components of the scattered beams on particle j that
allow us to identify the complex outgoing fields Bja, Bjb and Bjc. The outgoing field
Bj = Bja, Bjb, Bjc is then, in turn, used as an input to the neighbouring particle ‘beam
splitter’ via: 

Aja+1

Ajb+1

Ajc+1

 =


eika(xj+1−xj) 0 0

0 eikb(xj+1−xj) 0
0 0 eikc(xj+1−xj).

 (15.3)

To simplify our calculation, we set the initial transmitted light phase, φ0, to be zero.
In an effective 1D configuration of bounded microparticles on a microfibre surface, the
amplitudes η4, η5 and η6 can be assigned to the particles’ scattered mode coupling
strengths between the fundamental and the higher order, the fundamental and the
free-space and the higher order and the free-space modes, respectively. Here we assume
that zl is the effective background scattering that represents the coupling to the lossy
modes. For the unitary condition, M−1M = 1, the transmitted amplitudes can be
expressed as:

η2
1 = 1− η2

4 − η2
5 − z2

l , (15.4a)
η2

2 = 1− η2
4 − η2

6 − z2
l , (15.4b)

η2
3 = 1− η2

5 − η2
6 − z2

l . (15.4c)

The phases of the scattering matrix, M, can be written as:

φ1 = 1
2 arccos

(
η2

1η
2
4 + η2

2η
2
4 − η2

5η
2
6

2η2
4η1η2

)
− π

2 , (15.5a)

φ2 = 1
2 arccos

(
η2

4η
2
6 + η2

1η
2
5 − η2

3η
2
5

2η2
5η1η3

)
, (15.5b)
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φ3 = 1
2 arccos

(
η2

2η
2
6 + η2

3η
2
6 − η2

4η
2
5

2η2
6η2η3

)
+ π

2 . (15.5c)

The scattering force acting on the particle, Pj, along the fibre axis can finally be
calculated from the Maxwell stress tensor and is given by:

Fs = 1
2ε0εr

(
|Aj|2 − |Bj|2

)
, (15.6)

where ε0 and εr are the vacuum and the relative surrounding medium permittivity,
respectively [74]. In the following section, we investigate the optical binding forces
on several particles trapped along the fibre surface. Out of these, the particle-field
dynamics, numerous stable configurations of particles and the influence of these effects
on speed variations of particle chains are carefully discussed.

15.3. Results

15.3.1. Optical binding forces between trapped particles within a
chain

In Fig. 15.2 we present the optical binding forces and their corresponding potentials
as a function of the interparticle separation, d, for both the FM and HOM cases. The
position of the first particle, P1, is fixed with respect to the fibre and the scattering
forces are calculated while varying the position of the next particles, Pj, along the
fibre axis. The longitudinal optical binding forces can be extracted by subtracting the
scattering forces on the first particle from those on the next neighbouring particles. The
solid and dashed lines in Fig. 15.2(a,d) represent the binding forces which are calculated
for a two-particle model based on the FEM and the scattering-matrix methods. These
figures show that the optical binding forces modulate around zero as a function of the
distance between two particles. Positive and negative values represent repulsive and
attractive forces on the trapped particles. A stationary particle order can be achieved if
the repulsive and attractive forces vanish. When using the FEM method, there exists a
short periodic oscillation in the binding forces, where the peak-to-peak distance is close
to λ/2 on both particles P1 and P2. Although this effect is very weak, the phenomenon
is more pronounced when the interparticle distance, d, is less than 10 µm. In this case,
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Figure 15.2.: Optical binding forces and their corresponding potentials on two-, three-
and four-particle models.
Binding forces of two particles in the evanescent fields of the FM (a) and HOMs (d)
calculated from both the FEM and the scattering-matrix methods; (b,e) are the binding
forces for three and four particles; (c,f) are the binding potentials of the corresponding
binding forces. The potential is in units of kBT, where kB is Boltzmann’s constant relating
the thermal energy to an absolute temperature T around the trapped particles. The fibre
diameter is 2 µm.

the backward scattered spherical waves from neighbouring particles propagate in the
opposite direction to the incident light and interfere, causing short-period modulations
of the optical forces. Since we neglect the backward scattered light when using the
scattering-matrix method, the observed results are smooth curves with no short-period
modulation of the scattering forces over long interparticle distances.
Table 15.1 shows the parameters used for the scattering-matrix approach which gave
us the best fit of the optical forces when compared to the FEM method. It is worth
noting that here we assume that microparticles trapped in the evanescent fields of
higher order microfibre modes scatter photons from one mode into another. In this
case, each coupling coefficient, ηi and the wave-vector component, ktot, introduced in
equations (15.2) and (15.3) represent different physical properties. Modifying these
parameters will directly affect the fit of the binding forces, in both their shape and
magnitude, for a given particle in a bounded particle chain at the fibre waist. We first
choose the amplitudes of the incoming fields, Aj, to match the FEM force calculations
for a chosen incident power of 30 mW. The wave-vector components, kb and kc, are then
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Wave-vector Coupling
length ratio coefficients ηi

kb/ka kc/ka η4 η5 η6
Fundamental mode (LP01) 0.9 0.96 0.13 0.1 0.08
Higher order modes (LP11) 0.93 0.86 0.11 0.16 0.09

Table 15.1.: Wave-vector length ratios of the scattered lights, kb and kc, to the incident
field, ka (ka = 2π/λ, where λ = 1064 nm). The coupling coefficients, ηi, are used in the
scattering-matrix approach for both FM and HOM propagation in a 2 µm microfibre.

used to fit the frequency oscillations, the peak positions and the damping parameters of
the binding forces (Fn,j , Fb,j). The coupling coefficients, η4, η5 and η6, of the scattering
particles identify the curve shape and slopes of the mean force values and the propagation
lossy modes between the trapped particles.

In order to study the binding mechanisms for large particle ensembles on a microfibre
surface, the scattering-matrix approach is applied. Here, we use the parameters of
Table 15.1 to calculate the binding forces of three- and four-particle chain formations in
the evanescent fields of a MNF system. The main assumption in these calculations is
that the changes of the mode coupling strengths, ηl and the wave-vector components,
kb and kc, among the scattering particles and the microfibre light modes are negligible
when compared to the two-particle case. This is a reasonable assumption since the
transmission loss of the incident beam due to the light scattering from each individual
particle is negligible. If we additionally assume that the relative distances, d, between
the next neighbouring particles within a chain are equal, we can also investigate the
modulations of the binding force on each individual particle over the whole complex,
bounded-particle chains using this very simple model. Figure 15.2(b,e) show the variation
of the binding forces for the end particle of a chain as a function of interparticle distances;
for example, the third particle, P3 (black curve) and the fourth particle, P4(red dotted
curve), of the three- and four-particle chains. The binding forces on these end particles
are greater and the oscillations are more frequent if the chain has more particles in it
for both the FM and HOM cases.
Figure 15.2(c,f) show the optical binding potentials calculated from the corresponding
binding forces. Several potential well regions are created (indicated by the black and
red arrows) where the particles could form multistable configurations due to these
binding force modulations for both the FM and HOMs. For the two-particle case
(dark blue dashed lines), the periods of the potential depth modulation are 10 µm and
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16 µm for the FM and HOM fields, respectively. The larger stable potential distance of
the HOMs compared to the FM is due to the longer extension of the HOM’s electric
field distribution in the surrounding medium. This first generic observation of the
potential depths and their behaviours is similar to the previous reports using Bessel
beams [199; 201], as well as our earlier work using a nanofibre [114].
It is interesting to note that the FM potential plots for the two-particle case in Fig. 15.2c
(dark blue dashed line) exhibit shallower potential minima (≈ 200 kBT ) at the positions
of 6 µm and 26 µm (black arrows) when compared to the potential minima (≈ 600 kBT )
at the positions of 16 µm and 37 µm (red arrows). These metastable positions (6 µm,
26 µm) only create long-range local oscillations of the particles before they eventually
reach the deeper potential wells at 16 µm and 37 µm. In contrast, Fig. 15.2f (dark
blue dashed line) shows that the depths of the HOM’s potential wells for two particles
appear to be similar to one another, at approximately 2, 500 kBT , within the studied
range of the interparticle distance. The expected stable interparticle distances for two
particles are at 12 µm and 28 µm (red arrows), which are shorter than for the FM
case. We can make initial conclusions here that a pair of particles trapped in the HOM
evanescent fields in a microfibre system (i) shows shorter stable interparticle distances,
(ii) creates deeper potential wells along the fibre waist and hence, theoretically, (iii)
exhibits stronger optical binding forces between the particles than compared to the FM
propagating fields.
The black and red curves in Fig. 15.2(c,f) show the potential profiles of the bounded
three- and four-particle chains. These potential wells exhibit complex patterns with
varying potential minima depths over the large interparticle distance range along the
fibre waist region for both the FM and HOMs cases. We see that the observed shallower
potential wells strongly depend on the particle numbers within the chain and the chosen
coupling strength, η6, which describes the propagation loss outside the fibre. These
shallow potential oscillations disappear when η6 approaches zero.
The shallow potential wells, which cause the particles to oscillate, can be overcome by
thermal activation. The particles would then approach the deeper potential regions. The
stronger binding force observed due to additional particles would also cause the stable
interparticle distances to fall until the new deepest potential well can be created. This
results in closer localisations of the particles with slightly non-equilibrium interparticle
distances in the chain. To confirm this hypothesis, we consider non-symmetrical
conditions where the interparticle distances are not identical. For the three-particle
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Figure 15.3.: Contour plots for equilibrium positions of particles.
Equivalent force lines for a three-particle chain formation as a function of the two independ-
ent interparticle distances in the FM (a) and HOM (b) evanescent fields. Intersections of
these equal force contours indicate the equilibrium configurations but only those denoted
by the blue circles are under stable conditions.

chain calculations, Fig. 15.3(a,b) show the force lines of the particles, P2 and P3, as a
function of the two interparticle distances, dP1−P2 and dP2−P3, for the case where the
forces acting on all three particles are equal. Here, the distances dP1−P2 and dP2−P3 are
assigned to the spacing between the particles, P1 and P2 and to the particles, P2 and
P3, respectively. There are many intersections of these lines where the binding forces
on particles vanish and the equilibrium configurations can be observed.
Although many equilibrium possibilities are denoted in Fig. 15.3(a,b), we consider that
stable configurations of particles in the chains can only be achieved when they localise at a
potential minimum deeper than the particles’ thermal energy. In addition, the propelling
particles along the fibre surface also increase the particle kinetic motions and hence,
would allow them to jump between the nodes before they approach the deeper potential
minima. Assessing the results in Fig. 15.2(c,f) alongside Fig. 15.3, we can finally predict
that there are two major stable configurations which are considered the most preferable
locations for the particles. As shown in Fig. 15.3(a,b), these two stable configurations
(circled) correspond to the stable positions, SF1(dP1−P2 = 15 µm, dP2−P3 = 16 µm)
and SF2(dP1−P2 = 24.5 µm, dP2−P3 = 36 µm) for the FM case and the stable positions,
SH1(dP1−P2 = 16 µm, dP2−P3 = 12 µm) and SH2(dP1−P2 = 29 µm, dP2−P3 = 32.5 µm)
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Figure 15.4.: Experimental setup for particle propulsion.
L1, L2, L3, L4: lenses; LP: linear polariser; HWP: half-wave plate; CCD: charge-coupled
device camera; computer. Orange lines represent the free beam path.

for the HOMs case. We notice that, although there are slight shifts of the observed
dP1−P2 compared to the dP2−P3 values for the non-symmetrical configurations, they are
still very close to the deep potential positions, as shown in Fig. 15.2(c,f) for the FM
and HOMs.

15.3.2. Experimental observation

As shown in Fig. 15.4, the experiment consists of three components: (i) LG beam
generation and HOM excitation, (ii) tapered fibre fabrication and (iii) the optical
tweezers (see Methods). A specific number of particles was trapped using a time-sharing
optical tweezer and all were brought close to the tapered fibre simultaneously. As soon
as the particles are released from the tweezers trap, the fibre’s evanescent field propels
them along its axis.
Figure 15.5 is a micrograph of the particle speed under the influence of the propagating
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Figure 15.5.: Micrograph of inter-particle distance for particle numbers changing from 1
to 5 in particle chains.
(a) Fundamental mode propagation; (b) Higher order mode propagation. The power at
the microfibre waist is Pin = 30 mW.

FM and HOM fields extracted from videos of particle motion (see Supplementary Movies
S1, S2, S3 and S4 as examples). Starting from the first particle, the incident laser
beam interacts with all particles, labelled from P1 to P5. As is clearly seen in the
micrographs, the particles self-arrange along the fibre. The more particles used, the
smaller the interparticle distances between P1, P2 and P3. Once the particles settled
at their equilibrium positions, the interparticle distances for each particle pair were
measured.
Any small imperfection on the fibre surface may cause a local acceleration or deceleration
of some particles in the chain. When this acceleration/deceleration breaks the stable
interparticle distance, there is always an attractive or a repulsive kick on neighbouring
particles to compensate the change in position and to return the system to equilibrium.
This self-adjustment of the particle distance was far more obvious for the FM work than
for the HOM studies. When we used HOMs, sometimes the particles were not able to
re-establish their equidistance; as a result, they behaved as independent particles and
left the chain.
As we discussed in the theoretical section, by assuming that the particles localise at the
first stable configuration within the chains and using the values derived in Fig. 15.3,
dP1−P2, dP2−P3, we plot in Fig. 15.6a the calculated particle speeds (dashed curves) of
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Figure 15.6.: Speed comparison of particles under the FM and HOMs.
(a) Theoretical data (dashed lines) and experimental observation (solid lines) of particle
speed change with respect to the number of particles for both HOMs and FM. (b)
Theoretical calculation (dashed lines) and experiment (solid lines) of particle speed ratio
between the HOM and the FM cases.

up to four bounded particle chains using the standard bulk Stokes’ drag coefficient,
F = 6πµaν, where µ is the viscosity and ν is the particle velocity. The solid curves in
Fig. 15.6a show the experimental observation of up to five particle formation chains.
We present in Fig. 15.6b the theoretical and experimental data of the ratio between the
corresponding speed of particles in the HOMs and FM fields. Taking a closer look at
the particle speed ratios, the original speed ratio of 5.5 (experiment) and 5.4 (theory)
for a single particle was found to have approximately halved to 3 (experiment) and 2
(theory) for four particles. Even though theory and experiment show some discrepancy,
it is clear that they are somewhat in agreement.
In the case of FM propagation, changes to the particle speeds were slow, but the plot
shows a clear trend towards higher speeds with increasing particle number. This is
consistent with predictions in previous works [114; 204]. However, this increase has a
saturation limit and the particle speed tends to be constant after five or six particles.
Consequently, the binding between spheres was found to be weaker. Interestingly, in the
case of HOM propagation, this speed trend was opposite to that observed for the FM
propagation. The more particles present, the slower the observed particle speeds. The
particles’ kinetic motions sometimes allow them to escape from the stable configuration.
The interparticle distances between neighbouring particles in various lengths of particles
chain are given in Fig. 15.7 for the FM and HOMs. The experimentally obtained
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Figure 15.7.: Interparticle distance with respect to the number of particles in a chain
(in µm unit).
Theoretical prediction (dashed lines) and experimental observation (solid lines) of inter-
particle distances between neighbouring particles in various length of particle chains under
the FM (a) and HOMs (b) evanescent fields.

interparticle distance (solid curves) appears to be largest when only two particles
are present in the chain and it decreases slowly as more particles are added. This
self-adjustment of interparticle distance within the chain matches with the trend of
the theoretical prediction (dashed curves). The discrepancy between the theoretical
prediction and the experimental observation may be due to the fact that we calculate
the optical forces on the particles using a 2D configuration for the original FEM method.
When there are only two particles, they essentially share the incident beam with little
scattering loss and the interparticle spacing can be set accordingly. As the particle
number increases, the incident beam is distributed over the particles with certain ratios.
The particles closest to the incident light source receive larger portions of the power
than distant particles due to scattering losses. The non-uniform distribution of scattered
light on the particles requires different interparticle distances in order to maintain the
self-arranged chain of particles.
The experimental observation of interparticle distances from Fig. 15.7 confirms our
hypothesis that the particles position themselves around the first preferable stable
position. An important factor to be gleaned from this result is that, regardless of the
particle number, the interparticle distances are always slightly smaller when we use
HOMs instead of the FM. This is in good agreement with the theoretical predictions.
Smaller particle separations indicate that the stronger evanescent field intensity of the
HOMs is not the important factor responsible for ordering the interparticle separation.
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Instead, the potential profiles and how the scattered light fields from the particles
interfere must play a larger role in determining the interparticle separations.
An important distinction between the binding potentials of the FM and HOM mode
cases can be realised from Fig. 15.2. The interparticle stable positions are not only
governed by the magnitude of the binding forces, but also the shape of the potential
landscape. As shown in Fig. 15.2 for the two-particle case, although the absolute binding
potential is deeper under the HOMs when compared with the FM, this potential well is
relatively wide, which may be responsible for uncertainties in the particles’ positions.
Additionally, when the number of particles within the chain increases, the potential
landscape transforms to contain multiple potential wells with similar magnitudes rather
than a single potential minimum, leading to particles jumping between these potential
minima. This may explain why the particles under the HOMs exhibit relatively unstable
interparticle separations.
Furthermore, when a dielectric particle is trapped in the evanescent field, the scattering
force is responsible for the propulsion of particles along the fibre axis. To better
understand how the binding force affects the control of the trapped particles in a chain,
we calculate the ratios of the optical binding to the scattering forces. The ratio of the
maximum absolute values of the binding force to the scattering force was found to be
0.7 for the FM and 0.5 for the HOMs. This smaller ratio could explain the case in which
particles sometimes escape from a stable configuration in the HOM field. This implies
that, although a stronger optical binding force is observed for the HOMs, it is still easier
to control each individual particle within the particle chain using the scattering force.
This is in contrast to the fundamental mode propagation.
In conclusion, we studied the optical binding effect for a number of 3 µm polystyrene
particles under the influence of higher order mode propagation in an optical microfibre.
By combining the FEM and a simple scattering-matrix approach, we were able to
investigate the dynamics and the self-arrangements of particles in both the FM and HOM
evanescent fields of MNF systems. In the FM case, the relatively larger interparticle
distance and the rigid particle chains hint at a stronger interaction, which in turn,
could enhance the speed. For HOM propagation, both theory and experimental results
show a smaller interparticle distance and an instability of chains consisting of a large
number (five) of particles. Comparing the observed behaviour with that obtained for
FM propagation, a reasonable explanation of the particle speed and the interparticle
distances can be provided. These interesting physical properties of HOMs offer a better
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understanding of the interactions of light with matter. The expected reduced optical
interaction of HOMs due to the spin and the orbital angular momentum may make it a
better candidate for 3D manipulation of micro and nano-objects. In particular, this
study could be very useful for applications such as atom trapping and nanoparticle
trapping, etc.

15.4. Methods

15.4.1. Higher order mode generation

To create a beam with a doughnut-shaped intensity cross-section, a linearly polarised
1064 nm Nd3+: YAG laser was launched onto the SLM (SLM-BNS 1064). A computer-
generated vortex phase discontinuity combined with a blazed grating was applied to the
SLM so that a first order Laguerre-Gaussian (LG01) beam was created in the far field.
Two-mode fibre (Thorlabs, SM1250G80) operating at 1064 nm with a cladding diameter
of 80 µm was chosen for the experiment. The fibre supports both the fundamental LP01

and the LP11 family of higher order modes. The LG01 beam was coupled into the fibre
and a two-lobed pattern corresponding to the LP11 mode can be obtained at the fibre
output. With the right objective lens, approximately 40 % of the HOM power could be
coupled into the fibre and a LabVIEW programme allowed us to easily switch between
different orders of LG beams. By switching back to the FM, 70 % of the output power
was coupled into the fibre.

15.4.2. Preparation of higher-mode tapered fibre

A brushed hydrogen flame was used to make the tapered fibres, which can be customised
to any desired taper shape [208; 225; 226]. A double linear taper with physical taper
angles of 0.6 mrad and 1 mrad was predesigned and the fibre was fabricated with this
profile. After pulling, ≈ 80 % transmission of the HOMs was achieved for a fibre
with a 2 µm waist. The same fibre had 95 % transmission for the FM mode. In real
applications it is always more reasonable to state the power at the fibre waist. Assuming
a symmetrical fibre taper, the power at the waist is estimated to be the square root of
the product of the input and output powers [223].
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15.4.3. Integrating an optical tapered fibre into the optical tweezer

The prepared fibre was mounted onto a U-shaped metal mount and attached to a 3D
translational stage positioned in an optical tweezer. The taper’s vertical and horizontal
positions were adjusted over the trapping plane of the optical tweezer. The optical
tweezer was also equipped with a galvo mirror array, controlled using a MATLAB code
to achieve time sharing between the multiple traps. The reason for integrating the
fibre into the optical tweezer system was to facilitate trapping of a specific number of
particles and to minimise any disturbances due to unwanted particles [223]. A dilute
3 µm polystyrene particle dispersion was dropped onto the microfibre, which was located
at the focal plane of the tweezer. First, the optical tweezer was used to trap targeted
particles and to move them to the microfibre. Then the tweezer was switched off. The
particles are attracted to the fibre by the evanescent field and are propelled along the
waist region. By monitoring the particle motion via a camera (Thorlabs 1240), particle
speeds and relative particle distances can be extracted. The same waist power (30 mW)
was used for both the FM and the HOMs. The experiment was repeated three times for
each set of particles in a chain, ranging from one to five. For each sequence, the speed
and inter-particle distances of the corresponding particles in each chain were analysed
for both the FM and the HOM evanescent fields.
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Generating a stationary infinite range tractor force
via a multimode optical fibre

Christiane A. Ebongue, Daniela Holzmann1, Stefan Ostermann and Helmut Ritsch

Optical fibers confine and guide light almost unattenuated and thus convey light
forces to polarizable nano-particles over very long distances. Radiation pressure forces
arise from scattering of guided photons into free space while gradient forces are based
on coherent scattering between different fiber modes or propagation directions. Inter-
estingly, even scattering between co-propagating modes induces longitudinal forces as
the transverse confinement of the light modes creates mode dependent longitudinal
wave-vectors and photon momenta. We generalize a proven scattering matrix based
approach to calculate single as well as inter-particle forces to include several forward and
backward propagating modes. We show that an injection of the higher order mode only
in a two mode fiber will induce a stationary tractor force against the injection direction,
when the mode coupling to the lower order mode dominates against backscattering
and free space losses. Generically this arises for non-absorbing particles at the center
of a waveguide. The model also gives improved predictions for inter-particle forces in
evanescent nanofiber fields as experimentally observed recently. Surprisingly strong
tractor forces can also act on whole optically bound arrays.

Journal of Optics 19 065401(2017) doi:10.1088/2040-8986/aa69f2

1D.H., S.O. and H.R. contributed in an intensive advisory role, while all the calculations were done
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16.1. Introduction

In an optical fiber, light is transversely confined and transmitted over very long distances
without attenuation. The field can be well decomposed in transverse modes, each of
them associated with a specific transverse field pattern and a corresponding longitudinal
propagation wave vector. For specially designed fibers as optical nano-fibers or hollow
core fibers a significant fraction of the light intensity is propagating in free space outside
the actual fiber material and can interact with particles in this region [11; 227].
If one places a nanoscopic particle or even a single atom into the fiber fields, it will
significantly perturb the light propagation and redistribute the field among different
modes and propagation directions. As the light carries momentum, the corresponding
photon redistribution leads to a net optical force [115]. The magnitude and direction of
this force strongly depends on the fiber and particle geometry and the properties of
the injected field. For several particles coupled to the same fiber, collective scattering
enhances these forces and creates strong inter-particle forces depending on their relative
distance. This leads to optical binding, selfordering and nonlinear motional dynamics [15;
64; 72].
In some recent work we exhibited that important properties of these forces can be
well understood from a generalized beam splitter approach involving only two fiber
modes and an additional free space loss mode [115]. Surprisingly this model also allows
to identify a parameter regime, where the total force on a particle points against the
wave-vector of the impinging light, i.e. we get a tractor beam force [228]. This feature
even persists for arrays of several bound particles.
Physically the tractor beam phenomenon is tight to the fact, that scattering from
a higher order to a lower order mode requires a momentum contribution from the
particle along the field propagation. Thus due to momentum conservation the particle
is pushed in the opposite direction. The momentum exchange is, however, smaller than
for backscattering a photon into the opposite direction. Hence for a more realistic
calculation one needs to include the backscattered fields and absorption as competing
processes.
Note that injecting phase coherent superpositions of light simultaneously into two
transverse modes can create 3D optical trapping positions along the fiber [45]. Particles
in these traps can be moved along the fiber in any direction by moving the traps via a
relative phase control of the two modes in time [229]. This is different from our tractor
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Figure 16.1.: (Colour online) Schematic picture of two micro-spheres trapped close
to a optical two mode fiber. In the presented model the spheres are approximated as
beam splitters and the fields are determined by the incoming and outgoing amplitudes.
The red arrows denote the amplitudes for the first (fundamental) mode and blue arrows
characterize the second (higher order) mode. The first index for the amplitudes defines
the mode number whereas the second index stands for the particle number. An analogous
picture holds for a particle in the field of a hollow waveguide [95; 230].

beam mechanism, which is independent of position along the fiber and does not require
external phase control.
Here we will investigate the properties and limitations of implementing such a generic
tractor beam mechanism for small beads trapped in an optical two-mode nanofiber.
While a full numerical calculation using 3D finite element software is possible [223], it
does not allow to scan large parameter and size ranges. Hence it is difficult to get good
qualitative understanding and the whole range of possibilities offered by such a system.
Hence to better get the central idea, we will first study a rather idealized two mode
model including only for forward scattering and some general absorption losses to
identify the key parameter region for the appearance of tractor forces. In a second step
we will generalize to a more realistic description including the backscattered fields and
loss to free space. While it seems difficult to find realistic favorable parameters for
tractor forces in multi mode nanofibers, hollow core fibers seem much more promising.
Finally we go beyond the case of single particles and study how ordering and optical
binding can be combined with tractor forces.
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Figure 16.2.: (Colour online) The fundamental processes which are described by the
presented model. All reflection processes are shown on the left side of the beam-splitter
and all transmission processes are shown towards the right side of the beam-splitter. Of
course, all processes are mirror symmetric and can also occur into the opposite direction.

16.2. Model

We consider N polarizable spherical particles within the field of a multimode optical
waveguide [95; 230; 231]. Such a geometry can either be realized by placing the particles
inside a multi-mode hollow core fiber [232; 233] or trap them close to the surface of a
tapered nanofiber with strong evanescent field components [115]. The beads in the field
are modeled as effective beam-splitters as shown in fig. 16.1, which couple the local
field mode amplitudes left and right of the beam splitter. These mode amplitudes are
connected via an effective scattering matrix representing the underlying microscopic
scattering processes integrated over the bead volume. As the bead only interacts with a
spatial fraction of the mode, this matrix on the one hand includes forward and backward
scattering of photons into the same transverse fiber mode as well as on the other hand it
allows cross-coupling between the fundamental and the higher order transverse modes.
As depicted in 16.2 the amplitudes 0 ≤ tij ≤ 1 describe forward scattering processes
(into the same mode for i = j and into any other mode for i 6= j) the reflection
coefficients 0 ≤ rij ≤ 1 describe reflections into the same mode as well as mode mixing
reflections into the other transverse mode (cf. 16.2). In principle all these coefficients
have to be derived from solving the corresponding Helmholtz equations for any specific
implementation and boundary conditions. This has to be done numerically or by fitting
experimental results [115]. We will stay with a general approach for the moment and
only give some estimates for specific examples in Appendix A. At this point we thus
end up with four independent mode amplitudes connected via a four-port beam splitter
matrix. The most general matrix, which describes the occurring processes as they are
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depicted in 16.2 takes the form

M4p =


t11e

iφ11 t21e
iφ21 r11e

iψ11 r21e
iψ21

t12e
iφ12 t22e

iφ22 r12e
iψ12 r22e

iψ22

r11e
iψ11 r21e

iψ21 t11e
iφ11 t21e

iφ21

r12e
iψ12 r22e

iψ22 t12e
iφ12 t22e

iφ22

 . (16.1)

It connects the four input and output fields of the jth particle via
C1,j

C2,j

B1,j

B1,j

 = M4p


A1,j

A2,j

D1,j

D2,j

 . (16.2)

Due to the fact that photon losses are neglected within our treatment the matrix (16.1)
has to fulfil the unitary condition M†

4pM4p = I. This ensures that the number of
photons is conserved. A generalization to include some internal loss or scattering to
other modes is straightforward and certainly helps to quantitatively model a specific
experiment, but will not give qualitatively new insights.
In order to make statements about a tractor beam behavior of the injected light fields,
we need to calculate the light induced force onto the particles. This can be done by
following proven recipes [64; 115]. We calculate the forces acting on the particle via a
Maxwell stress tensor based approach. In the effective 1D geometry of a fiber, it suffices
to consider the Minkwoski’s photon momenta P inside a medium with refractive index
n

P = n~k. (16.3)

The total momentum of the light propagating in the i-th (i ∈ {1, 2}) mode at the left
and right side of the j-th bead can be expressed in terms of the propagating photon
numbers

NL
i,j = cnε0

2
(
|Ai,j|2 + |Bi,j|2

)
, (16.4)

NR
i,j = cnε0

2
(
|Ci,j|2 + |Di,j|2

)
(16.5)
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at each side of the bead. The momentum left and right of the beads then reads

P L
tot = NL

1,j~k1 +NL
2,j~k2, (16.6)

PR
tot = NR

1,j~k1 +NR
2,j~k2. (16.7)

The force on the jth bead thus can be simply found from the missing momentum which
results in

Fj = ~k1(NL
1,j −NR

1,j) + ~k2(NL
2,j −NR

2,j). (16.8)

Hence, the force onto the jth beam-splitter in terms of the amplitudes is given as

Fj = cnε0~
2 (k1(|A1,j|2 + |B1,j|2 − |C1,j|2) + k2(|A2,j|2 + |B2,j|2 − |C2,j|2)). (16.9)

The presented model allows us to efficiently calculate the force onto N beads for several
different parameters. However, a full analytic treatment is rather tedious and we will
focus on some special cases of reduced complexity before including all possible processes
in the following. A concrete generic example can be found in Appendix A.

16.3. Forces for two forward propagating modes

While for very small point like scatterers there is a symmetry between forward and
backward scattered light [64], for larger or thicker objects forward scattering is usually
dominant with respect to reflection [106; 115] and the coupling between modes of the
same propagation direction dominates (see e.g. Appendix A). Therefore we first consider
larger particles of lower contrast and restrict our treatment to two different transverse
forward propagating modes and injection from a single side. This already will show the
essential physics without requiring a too complex analytic form.

16.3.1. Single particle

To study the fundamental effects of transverse forward mode coupling, we first investigate
only a single particle in the fibre field, which will introduce coherent coupling between
the two propagating modes. In this special case the nontrivial part of the four port
matrix (16.1) reduces to a two port matrix and the amplitudes left and right of the
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beam splitter are connected via the following matrixC1

C2

 = M2p

A1

A2

 =
t11e

iφ11 t21e
iφ21

t12e
iφ12 t22e

iφ22

A1

A2

 , (16.10)

where we chose A1 ≡ A1,1, A2 ≡ A2,1, C1 ≡ A1,1 and C2 ≡ C2,1. The scattering process
changes the relative mode amplitudes and adds a light phase via eiφij . Here we can
choose φ11 = 0 without any restriction and for a single particle also φ22 will not change
the force expression.
The unitarity condition M†

2p ·M2p = I then reduces the number of physically relevant
parameters to

t11 = t22 = t, (16.11)
t12 = t21 =

√
1− t2, (16.12)

φ12 = −φ21 + (2n+ 1)π = φ, n ∈ N, (16.13)

which finally leads to a much simpler form of the scattering matrix

M′
2p =

 t −e−iφ
√

1− t2

eiφ
√

1− t2 t

 . (16.14)

As a result the output amplitudes are connected with the input amplitudes via

C1 = tA1 + eiφ
√

1− t2A2, (16.15)
C2 = −e−iφ

√
1− t2A1 + tA2. (16.16)

To calculate the force we insert this result into (16.9) which leads to the force onto a
single particle in two forward propagating modes

F 2p
SP = cnε0~

2 (k2 − k1)
((
t2 − 1

) (
|A1|2 − |A2|2

)
+ t
√

1− t2
(
eiφA∗1A2 + e−iφA1A

∗
2

))
.

(16.17)
The two wavenumbers (k1 for the fundamental and k2 for the higher order mode) differ
in general and fulfil the condition k1 > k2. Let us now look at the special translation
invariant case, where only one of the two modes is pumped and the other mode is only
populated by scattered photons. There are two possible cases to consider. On the one
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Figure 16.3.: Force on a single particle in only forward propagating modes considering
only the fundamental (dashed line) or the higher order mode field (solid line) as input.
The blue line corresponds to k2 = 0.9 k1, the red line to k2 = 0.8 k1 and the green line to
k2 = 0.7 k1.

hand only the fundamental mode can be pumped (A1 6= 0, A2 = 0) and on the other
hand only the higher order mode can be injected (A1 = 0, A2 6= 0). The corresponding
forces are shown in 16.3. One finds that the force on the particle is always negative, if
the higher order mode is chosen as the input field. The negative force implies that for
this configuration the particle is pulled in the direction against the incoming beam. It
is fundamental to state that due to translation symmetry of the system, this force is
the same anywhere along the fibre and the particle will be continuously pulled towards
the source over very long distances.
Mathematically this behavior gets obvious, if one looks at the analytic expression for
the force (16.18). Assuming only a higher order mode input field (A1 = 0, A2 6= 0) the
force simplifies to

F 2p
SP|A1=0 = cnε0~

2 (k1 − k2)
(
t2 − 1

)
|A2|2. (16.18)

As mentioned above the conditions 0 ≤ t ≤ 1 and k2 < k1 have to hold. Consequently,
the force is always negative in this case. Following the same procedure but using the
fundamental mode field as the input beam, leads to a positive force as depicted in 16.3
following the conventional expectation.
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16.3. Forces for two forward propagating modes

Lets now discuss the essential physics leading to this somewhat counterintuitive result.
Due to the fact that the higher order mode contains a higher amount of transverse
momentum and thus less longitudinal momentum than the fundamental mode, the
scattering process between those modes (with amplitude t12) is generally suppressed.
Only some additional momentum provided by the bead closes this momentum gap and
allows for scattering between the two modes. This is quite analogous to the case of
Bessel tractor beams [234], but due to the presence of a light confining geometry the
range of the effect is infinite in the studied case.

16.3.2. Two particles

As it has been seen and experimentally demonstrated in previous work [115] the two
mode forward scattering model also well describes the long range inter-particle forces in
this system. In the simplified case with no backscattering, however, the fields and the
force on the first particle cannot be affected by a second one downstream the mode.
Nevertheless, the field impinging on the second particle is the result of the mode mixing
by the first and thus significantly depends on the relative distance allowing for stable
configurations. Using the scattering matrix approach the outgoing amplitudes after the
second particle can be calculated in the following manner:C1,2

C2,2

 = M′
2p ·P(d) ·M′

2p

A1,1

A2,1

 , (16.19)

with Ai,j and Ci,j being the input and output fields with mode i at the j-th particle. In
addition, the free field propagation over a distance d (i. e. the propagation face shift) is
included via a transfer matrix which connects the amplitudes on the right hand side of
the first and the left side of the second beam-splitter

P(d) =
eik1d 0

0 eik2d.

 (16.20)

Here we assume identical particles for simplicity so that the scattering process is the
same for both particles. Of course, the presented scheme can be generalized to more
particles in a straightforward manner. The force on the j-th particle is then again
defined by (16.9). To keep the discussion compact, we will restrict our treatment here
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Figure 16.4.: Force on the first (blue) and second particle (red) in only forward propagat-
ing modes considering only the higher order mode field as input and choosing k2 = 0.9 k1.
The solid line corresponds to t = 0.95, thus (16.12) implies t12 = 0.31. The dashed line
shows the results for t = 0.84 and t12 = 0.54. The black circles indicate stable distances.

to the two particle case. Due to the fact that the analytical expression of the forces
is rather lengthy, it will be omitted here but the spatial dependence of the forces is
presented in 16.4. Interestingly, one finds that for certain distances between the two
particles, both particles can experience a negative or tractor force. Obviously as a next
step one can ask for stable configurations of the two particles, i. e. configurations in
which the particle’s distance d remains constant and locked against small perturbations.
This requires both forces to have the same value (F1 − F2 = 0) and at the same time
one needs ∂F1

∂d
> 0 and ∂F2

∂d
< 0, i.e. a restoring force if the particles deviate from this

equilibrium equal force position.
As an example we again choose the higher order mode as the input field (A1 = 0,
A2 6= 0). Interestingly, here stable distance configurations with a negative force on
both particles can be found for the chosen parameters. Therefore, the particles are
commonly attracted towards the beam source while they stay at a constant distance.
This corresponds to a stable collective tractor beam configuration for the particles.
Another interesting fact, which can be seen in 16.4 is that for certain distances beyond
the stable point, the tractor force on the second particle can even be stronger than the
one on a single particle. Hence the mode phase lock introduced by the first particle
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Figure 16.5.: Optical binding distances d as a function of the transmission coefficient t
for two particles in forward propagating modes considering only the higher order mode
field as input. The blue line corresponds to k2 = 0.9 k1, the red line to k2 = 0.8 k1 and
the green line to k2 = 0.7 k1.

creates an even stronger trap than on itself. Note the lower cutoff of the distances
in 16.5, which reflects the fact that stable tractor beam configurations cannot be
found for values of t below certain values. In particular the transmission t by the
first particle has to exceed a certain threshold value in order to find a stationary two
particle configuration. This is due to the fact that if too much light is scattered to
the fundamental mode by the first particle, the relative mode amplitude ratio in the
fiber between the two particles will be rather small and the tractor force on the second
particle will always be too small to follow the first one against the beam propagation
direction at a constant distance. Note that the particle force can also be seen as the
simplest possible form of optical binding as the scattering of the first particle creates a
series of dipole traps for the second one.

16.4. Four mode model including backscattering

Lets now turn to a more realistic model. While the relative magnitude of backward
versus forward scattering can be small for large particles at low index contrast, it will of
course never be exactly zero [115]. As the momentum transfer per photon in reflection
is much larger than for forward mode mixing even a small amplitude could induce some
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changes. In this section we will thus treat the whole 4-mode model as already described
above and investigate, how much even small backscattering at the particles position
can induce substantial force contributions. The scattering processes in this case are
described by the general 4-port matrix (16.1). Losses to other modes or absorption also
can be included by modifying the diagonal of this matrix.
Obviously the set of available parameters is rather large in this case and hardly can
be exhaustively treated. Nevertheless, at least in principle for any concrete bead size,
position, shape and mode geometry, they could be at least numerically calculated from
a generalized Helmholtz equation. Here we will use a different approach and look at
physically interesting parameter ranges. Once interesting parameters are found, one
could look for geometries, where one could implement such scattering properties. In
order to reduce the complexity we will first assume that both modes experience the same
forward scattering amplitudes and phase shifts with negligible backscattering into the
very same mode. This allows us to concentrate on the effects of mode cross-scattering
processes which are at the origin of interesting multi-mode physics. A concrete example
is presented in the appendix. Based on the above arguments we first set:

t11 = t22 = t, (16.21)
r11 = r22 = 0. (16.22)

We again also set the reference phases to zero (φ11 = φ22 = 0). The unitary condition
for the full coupling matrix then again gives the following set of necessary conditions

t12 = t21, (16.23)
r12 = r21, (16.24)

t12 =
√

1− t2 − r2
12, (16.25)

φ21 = −φ+ (2m− 1)π, (16.26)
ψ21 = −φ− (n+ 1/2)π, (16.27)
ψ12 = φ+ (n− 1/2)π, m, n ∈ N, (16.28)
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where we defined φ = φ12. In this case the scattering matrix simplifies to

M′
4p =


t −e−iφt12 0 ie−iφr12

eiφt12 t ieiφr12 0
0 ie−iφr12 t −e−iφt12

ieiφr12 0 eiφt12 t

 . (16.29)

Of course the two-port system as it has been investigated in the previous section can
be reproduced by setting r12 = 0.

16.4.1. Single particle

We again start with investigating the forces acting on a single particle along the fiber.
We follow the same procedure as presented above but with more amplitudes coupled by
a larger matrix. Using (16.9) in order to calculate the force leads to

F 4p
SP =cnε0~2

(
|A1|2

(
k1
(
r2

12 + t212

)
+ k2

(
r2

12 − t212

))
+|A2|2

(
k1
(
r2

12 − t212

)
+ k2

(
r2

12 + t212

))
+t12t (k1 − k2)

(
A1A

∗
2e
iφ + A∗1A2e

−iφ
))
. (16.30)

For injection of only a higher order mode field (A1 = 0) this reduces to

F 4p
SP = cnε0~

2
[
t212 (k2 − k1) + r2

12 (k1 + k2)
]
|A2|2, (16.31)

which can be negative as long as the parameters fulfil the following condition:

r2
12
t212
≤ k1 − k2

k1 + k2
. (16.32)

Fig. 16.6 shows an example how the backscattering process gives a negative force on the
particle as long as r12 is not too large. Note that as the two momenta are usually not
too different the condition on the smallness of back-reflection can be rather stringent.
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Figure 16.6.: Force on a single particle including back-reflection and considering only
the higher order mode field as input field and k2 = 0.9 k1. The blue line corresponds to
t12 = 0.95 and the red line to t12 = 0.8. The dashed line illustrates the threshold on the
reflection r12 defined by (16.25).

16.4.2. Two particles

As the scattering matrix (16.29) expresses the outgoing fields in terms of the incoming
fields the expression for the fields generated by two beads formally looks similar to the
case above. However, to find the amplitudes on two beads, the total transfer matrix
MTM has to be found in accordance with the prescribed boundary conditions. Here
one immediately gets an infinite series of reflections and back reflections. As shown in
previous work [80] this can be efficiently calculated by rearranging the terms of the
matrix in a form which connects the amplitudes to the left and to the right of a particle
in the form

MTF =



t
1−r2

12

ir12t12
1−r2

12
− t12e−iφ

1−r2
12
− ir12te−iφ

1−r2
12

ir12t12
1−r2

12

t
1−r2

12

ir12te−iφ

1−r2
12

t12e−iφ

1−r2
12

t12eiφ

1−r2
12
− ieiφr12t

1−r2
12

t
1−r2

12
− ir12t12

1−r2
12

ir12teiφ

1−r2
12

− t12eiφ

1−r2
12
− ir12t12

1−r2
12

t
1−r2

12

 , (16.33)
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Figure 16.7.: Force on two particles including back-reflection and considering only the
higher order mode field as input field and k2 = 0.9 k1. The blue line corresponds to the
force on the first and the red line to the force on the second particle. Here, we chose
t12 = 0.54 and r12 = 0.12. Black circles indicate stable points.

so that 
C1,2

D1,2

C2,2

D2,2

 = MTF ·P4(d) ·MTF


A1,1

B1,1

A2,1

B2,1

 , (16.34)

where P4(d) is the 4 mode generalized propagation matrix for the fields:

P4(d) =


eik1d 0 0 0

0 e−ik1d 0 0
0 0 eik2d 0
0 0 0 e−ik2d

 . (16.35)

In this rearranged form, the amplitudes on the particles can be found by solving these
four equations for the required input and output fields. As the analytical expression
even for the single particle force is rather complex, we will not give it here and simply
show some numerical examples. We see that the presence of the second particle changes
the interaction between the particles and the fields in a much more complex way as
above. Indeed, both particles now are influenced by the presence and position of the
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Figure 16.8.: The minimal possible force at a stable point plotted for different values
of r12 and t12. The yellow dashed line marks the zero line. In the grey region no stable
solution exists at all and the black dashed line shows the threshold for reflection and
transmission imposed by (16.25).

other one. Indeed, as demonstrated in Fig. 16.7 the force on the second particle now
exhibits small but spatially fast fluctuations due to the interference of the reflected
fields in addition to the larger oscillations from mode beating. Also the force on the
first particle is oscillating now. These oscillations are a consequence of the interference
between the incoming and backscattered fields. Here we see that the effective total
backscattered field can be less than for a single bead as the field amplitudes from the
two particles interfere like in a Fabry-Perot resonator driven with a resonant wavelength.
Hence we can find parameter ranges with an even bigger tractor force than for a single
particle. This can be enhanced by a collective mode coupling of the two particles. In
general the distance of maximal tractor force on the first particle does not correspond
to a stable distance, but we find a large number of potentially stable distances. A fair
fraction of these correspond to a net negative force on both particles. Hence, we see
that also the full model allows for a many particle tractor beam configurations.
If we analyze this fact in more detail, we find that there exists a certain region of
parameters in which a stable two particle tractor beam, i.e. a collectively enhanced
tractor, can be realized. This region corresponds to the one on the left side of the yellow
dashed line in 16.8. Obviously, in order to establish a negative tractor beam force the
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reflection as well as the transmission coefficients between the two modes must not exceed
a certain critical value. On the one hand if the transmission is above a certain critical
value no more stable point (i. e. points which fulfil the condition F1 − F2 = 0) can be
found.) On the other hand, if the reflection coefficient exceeds a certain value the force
can no longer be negative and the particles will always be pushed in the direction of
the incoming laser beam. This effect is related to the result for two particles in forward
propagating fields (cf. (16.32)). Nevertheless, due to the fact that the back-reflection
for extended objects is in general rather small, the necessary parameter regime can be
reached in some specific geometries like for example for beads trapped inside a two-mode
hollow core fibre (see Appendix A).

16.5. Conclusions and outlook

We demonstrated that optical fibers supporting at least two transverse modes can be
the basis of translation invariant tractor beam implementations dragging particles and
even pairs of optically bound particles against the injected beam direction without the
need of any external control or feedback. The results are easily generalizable to several
particles. In practical implementations the remaining backscattering seems to be one of
the central obstacles to overcome here. For the implementation, only the higher order
mode has to be pumped via the one end of the fibre, where the particles should be
transported with hardly any restrictions on the bandwidth or coherence length. Apart
from being a neat physical mechanism, the tractor effect could be helpful in setups
where one plans to extract particles from a trap source and load them into a dipole
trap at the other end of the fiber [235].
In this work we have primarily shown that such tractor beams are theoretically possible
and given the necessary boundary conditions on the parameters to be achieved. The
main challenge in practice actually is to design the fibre in a way to maximize cross
coupling between two modes and minimizing loss to others. In a multi-mode fibre the
tractor force will be the bigger the higher the order of the injected mode and the larger
the amplitude of the fundamental mode at the particle position. For a hollow core fibre
coupling should be good using modes of the same symmetry as the TEM00 and TEM20

mode with a particle of about wavelength size at its center as shown in the appendix.
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16.6. Appendix

A small particle placed inside the mode field of an optical waveguide or optical fiber
will locally perturb the field and change its propagation. If one considers positions
significantly left and right of the bead, where near field effects can be neglected, the
propagation field can still be expanded in terms of the transverse eigenmodes of the
waveguide. For a bead made of linear optical material the corresponding expansion
coefficients on both sides are linearly connected by an effective transfer matrix.
The effect of the particle will be phase and amplitude changes of the modes induced by
light scattering between various forward and backward propagation modes. In addition,
some of the field could be absorbed or, equivalently, scattered to free space modes not
guided by the fiber so that the transfer matrix is not necessarily unitary. As the latter
effect cannot positively contribute to the tractor effect or inter-particle forces we will
neglect it for this calculation of the mode coupling coefficients.
To obtain the coefficients one needs to solve the corresponding Helmholtz equation
including proper boundary conditions, which for a detailed modelling requires rather
extensive numerical calculations as e.g. presented in [115; 223]. Here we are mainly
interested in the basic physics of the tractor force effect, which is contained in the
relative magnitude of the effective coupling between different transverse modes. As
shown above a strong tractor force requires stronger coupling of a mode to lower
order modes than to higher order modes as well as very low reflection. For only two
modes the coupling between the modes needs to be stronger than free space losses. In
order to keep the complexity low we thus refrain to a paraxial approximation for the
propagation of the fields. In this case the field evolution along a non-absorbing bead
can be approximated by the effective optical Schrödinger equation, where the bead
creates an effective potential for the transverse light field amplitude ψ(r⊥) propagating
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Figure 16.9.: Shape of the original (blue) and distorted mode function (real part orange,
imaginary part green) for a spherical bead of refractive index n = 1.25 and diameter 2λ
in the center of a rectangular waveguide for a waveguide diameter a = 5λ.

along the fiber direction z [236]:

i

n0k0
∂zψ(r⊥) =

[
−∆⊥
2n0k2

0
+ Vopt(r⊥)

]
ψ(r⊥). (16.36)

In this case the optical potential of the bead

Vopt(r⊥) = n2
0 − n(r2

⊥)
2n2

0
(16.37)

creates an effective local attractive potential which couples the various transverse modes.
Here n(r⊥)) is the bead refractive index distribution and n0 the background refractive
index. Below we will try to identify a favorable case for generating a tractor force in a
simple configuration. To show the qualitative behaviour we simply assume a perfect
square waveguide with a certain diamater a [231] or a hollow guide with sharp (metallic)
boundaries [230] where the mode functions are simply given by harmonic functions
vanishing at the boundaries.
For a small refractive index of the bead and a not too large size, the effect of a bead
of diameter d on the field can then be simply estimated by the spatially accumulated
phase shift

eiφ(r⊥) ≈ ei
∫ d

0 Vopt(r⊥)dz (16.38)
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Figure 16.10.: Shape of the original (blue) and the reflected mode function for a spherical
bead of refractive index n = 1.25 and diameter 2λ in the center of a rectangular waveguide
for a waveguide diameter a = 5λ.

Figure 16.11.: Mode coupling coefficients for the three lowest order symmetric modes
for a spherical bead of index n = 1.5 in the center of a rectangular waveguide as function
of bead diameter in units of the waveguide diameter a = 9λ.
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by field while traversing the bead and a small reflected component [95]. This is shown
in the example in 16.9 below, where we plot the original third order mode function and
its distorted form (real and imaginary part) after the bead on a cut along the x-axis.
Similarly we can estimate the reflected contribution as shown in 16.10.
In this limit the mode coupling coefficients can then be simply obtained by projecting
the distorted and reflected fields onto the original modes. This will strongly depend on
position, size and refractive index of the bead. If we want strong overlap between a
higher order and a lower order mode it is thus favourable to put the bead at a position,
where the target mode has a high amplitude but the unwanted modes are low or strongly
varying. As an example here in 16.11 we show the case of a bead of varying size exactly
at the center of the waveguide where the first and third order mode amplitudes are
large, while others are small. We see that indeed the desired coupling between mode one
and two is about one order of magnitude bigger than the other couplings and reflections.
Hence, this configuration should lead to a sizeable tractor force for a suitable particle
size range.
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As part of the wider field of quantum optics and AMO physics the present thesis
is specially devoted to the theoretical modelling and study of the dynamics of nano-
particles and atoms coupled to the field of optical nanofibres. The publications presented
in this thesis investigate various central and intriguing physical phenomena and it is
shown that particles trapped along a nanofibre can provide a physical basis for various
applications.
As an introductory step we developed a new model, where particles trapped in the
evanescent field of a nanofibre are additionally illuminated by a transverse pump field
and scatter light from this field into the fibre. Although the model is quite simplified, it
still provides a powerful tool to describe the interactions between the particles and the
fibre field and to study important physical properties of their collective dynamics.
The first section of the thesis introduces the theoretical background and the model to
understand the new physical phenomena in the publications presented subsequently.
A scattering matrix approach was developed to describe the interactions between the
particles and the fibre field. Based on this the forces acting on the particles were
calculated.
Using this approach it could be demonstrated that particles trapped in the evanescent
field of a nanofibre and transversely illuminated by a pump field collectively interact
with the fibre field and can self-order in stable configurations depending on the coupling
strength between the particles and the fibre field. The particles self-order to localize
high field intensities between them and thus act like mirrors. When slightly shifting a
particle from its stable position it affects all the other particles and collective oscillations
of all particles arise.
In a next step the transverse pump field was described by a broadband field, which
leads to an exponentially decaying force depending on the bandwidth of the field. The
particles are still able to find stable self-ordered configurations. Using several broadband
fields with different frequencies and intensities the forces between the particles can be
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tailored and even turned off. We developed a quantum model where we used this fact to
simulate Coulomb interactions between trapped ions and implemented quantum gates.
Such a system is challenging to realize experimentally as the transverse pump field
could exert a high radiation pressure on the particles, but recently, Rauschenbeutel and
coworkers managed to transversely illuminate particles trapped along a nanofibre [46].
The particles scatter this field and part of this field couples to the guided fibre mode.
Some calculations reported in this thesis could reproduce results of Chang et al. [15],
where he assumed resonant excitations of the internal states of atoms coupled to a
waveguide. When taking the weak scattering limit for far detuned light and eliminating
the internal states, the oscillation frequencies from eq. (5.18) and the optical potentials
from eq. (12.2) coincide in both works.
In conclusion, the present thesis demonstrates that particles coupled to a nanofibre
provide a powerful and versatile tool for many applications. As the particles can
be trapped along the fibre and their interactions can be manipulated, more complex
systems can be simulated. After further development this model can be used for
quantum simulation as well as for quantum computation. When additionally including
backscattering effects and chirality related scattering [55–57; 193; 194] the calculations
could be very challenging, but also improve the model and provide further control
possibilities of this system.
In the present thesis we only considered the motion of the particles along the nanofibre,
but in an extended approach one can also develop a 3D system and include transverse
motion of the particles. Furthermore, the study of the interactions of multistate atoms
with the nanofibre field or investigating cooling effects of the system are also promising
research directions. Our scattering model describing the interaction of particles with a
nanofibre field can also be adjusted to other systems with particles coupled to guided
fields, e.g. particles in a hollow core or photonic crystal fibre.
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