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#### Abstract

In this thesis we show convergence for two alternating minimisation algorithms for dictionary learning under mild conditions. To be precise we prove convergence of the Method of Optimal Directions (MOD) and the algorithm for Online Dictionary Learning (ODL) for data models with non-uniform distribution of the supports of sparse coefficients in combination with non-homogeneous distribution of the coefficient amplitudes. The innovation lies in including coefficients with non-homogeneous sizes, which is a generalization of the results in [24], in which the coefficient amplitudes are uniformly distributed. We prove that a well-behaved initial dictionary contracts to the generating dictionary with geometric convergence rate, if either their distance is not larger than $1 / \log (K)$ or if it is assured that each component of the initial dictionary is associated with exactly one element of the generating dictionary.
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## 1. Introduction

In the field of signal processing and machine learning, dictionary learning plays an important role for sparse representations and analysis of data. The goal of dictionary learning is to find a dictionary $\Phi=\left(\phi_{1}, \ldots, \phi_{K}\right) \in \mathbb{R}^{d \times K}$ for a number of given signals $y \in \mathbb{R}^{d}$, which are stored as columns of a matrix $Y=\left(y_{1}, \ldots, y_{N}\right)$, such that

$$
Y \approx \Phi X, \quad \text { with } \quad X \in \mathbb{R}^{K \times N} \text { sparse }
$$

The coefficient matrix $X=\left(x_{1}, \ldots, x_{N}\right)$ being sparse means, that most of the entries of each $x_{n}$ are zero. There is a vast variety of algorithms, which are trying to solve this problem [11, 3, 10, 27, 15, 16, 17, 29, 25] and also in a theoretical context, research is progressively increasing [12, 30, 4, 26, 13, 6, 5, 1, 2, 31, 32, 7, 28, 20, 19]. In this thesis we will discuss alternating optimisation algorithms, which use as common starting point the following programme:

$$
\begin{equation*}
\operatorname{argmin}_{\Psi, X}\|Y-\Psi X\|_{F}^{2} \quad \text { s. t. } \quad X \in \mathcal{S} \quad \text { and } \quad\left\|\psi_{k}\right\|_{2}=1 \quad \text { for all } k, \tag{1}
\end{equation*}
$$

where $\mathcal{S}$ is a set which imposes sparsity on the coefficient matrix $X$, for example by assuming that every $x_{n}$ has at most $S \ll d$ coefficients unequal to zero. Alternating optimisation algorithms derive their name from alternating between updating the coefficient matrix and updating the dictionary. Concretely this means for a fixed dictionary $\Psi$ the coefficient update can be described as

$$
\begin{equation*}
\hat{X}=\operatorname{argmin}_{X}\|Y-\Psi X\|_{F}^{2}=\operatorname{argmin}_{X} \sum_{n}\left\|y_{n}-\Psi x_{n}\right\|_{2}^{2} \quad \text { s.t. } \quad\left\|x_{n}\right\|_{0} \leq S \tag{2}
\end{equation*}
$$

whereas for a fixed coefficient matrix $\hat{X}$ the update of the dictionary underlies the following scheme:

$$
\begin{equation*}
\operatorname{argmin}_{\Psi}\|Y-\Psi \hat{X}\|_{F}^{2}=: f(\Psi) \quad \text { s.t. }\left\|\psi_{k}\right\|_{2}=1 . \tag{3}
\end{equation*}
$$

In this master thesis we study two alternating optimisation algorithms for dictionary learning, namely the Method of Optimal Directions (MOD), [9] and the algorithm for Online Dictionary Learning (ODL), [17]. The former addresses the problem in (3) by neglecting the unit norm constraint on the atoms and which has a closed form solution:

$$
\operatorname{argmin}_{\Psi} f(\Psi)=Y \hat{X}^{\dagger}
$$

After updating the dictionary as in (1) we enforce the unit norm constraint by scaling with an appropriate diagonal matrix $D$, which then means $Y \hat{X}^{\dagger} D$. On the other hand the ODL algorithm approaches the problem in (3) by projected block coordinate descent. Starting with the gradient we get

$$
\nabla_{\Psi} f(\Psi)=-\sum\left(y_{n}-\Psi \hat{x}_{n}\right) \hat{x}_{n}^{*}=-Y \hat{X}^{*}+\Psi \hat{X} \hat{X}^{*}
$$

which leads to the following gradient step, where $\Lambda$ defines a diagonal matrix with the length of the step sizes and $D$ as a diagonal matrix enforcing the unit norm as above:

$$
\begin{equation*}
\left[\Psi+\left(Y \hat{X}^{*}-\Psi \hat{X} \hat{X}^{*}\right) \cdot \Lambda\right] \cdot D=\left[\Psi \Lambda^{-1}-Y \hat{X}^{*}+\Psi \hat{X} \hat{X}^{*}\right] \cdot \Lambda D \tag{4}
\end{equation*}
$$

Choosing $\Lambda^{-1}$ as $\operatorname{diag}(\hat{X} \hat{X})$ results in the dictionary update scheme of ODL, [17.
Contribution: In the recent paper [24] convergence of the MOD and ODL algorithm was derived for a signal model which includes non-uniform distribution of the supports of sparse coefficients. The coefficient size in the signal model of [24] is independent and identically distributed. We extend these results by including non-homogeneous distributions of the coefficient amplitudes and obtain a generalisation of [24].

## 2. Notation and setting

Since this master thesis is a generalisation of [24, we follow their notation and setting. Let $A \in \mathbb{R}^{d \times K}, B \in \mathbb{R}^{K \times m}$ and $A_{k}$ as well as $A^{k}$ be the $k$-th column and row of $A$ respectively. We denote by $A^{*}$ the transpose of $A$. We will use the following operator norms for $1 \leq p, q, r \leq \infty$

$$
\|A\|_{p, q}:=\max _{\|x\|_{q}=1}\|A x\|_{p}
$$

Note that $\|A B\|_{p, q} \leq\|A\|_{q, r}\|B\|_{r, p}$ and $\|A x\|_{q} \leq\|A\|_{q, p}\|x\|_{p}$. Here, we mainly use

$$
\|A\|:=\|A\|_{2,2}
$$

for the largest absolute singular values of $A$. Sometimes we also employ

$$
\|A\|_{2,1}=\max _{k \in\{1, \ldots, K\}}\left\|A_{k}\right\|_{2} \quad \text { and } \quad\|A\|_{\infty, 2}=\max _{k \in\{1, \ldots, d\}}\left\|A^{k}\right\|_{2}
$$

which denote the maximal $\ell_{2}$ norm of a column resp. row of $A$. Throughout this thesis we often apply the following notation

$$
\begin{equation*}
\underline{v}:=\min _{i}\left|v_{i}\right| \quad \text { and } \quad \bar{v}:=\max _{i}\left|v_{i}\right|, \tag{5}
\end{equation*}
$$

where $v \in \mathbb{R}^{K}$. We denote by $D_{v}=\operatorname{diag}(v) \in \mathbb{R}^{K \times K}$ the corresponding square diagonal matrix and often abbreviate $D_{v \cdot w}:=D_{v} \cdot D_{w}$ for $w \in \mathbb{R}^{K}$. For the so called support $I \subseteq \mathbb{K}:=\{1, \ldots, K\}$ we let $A_{I}$ be the submatrix with columns indexed by $I$ and $A_{I, I}$ the submatrix with rows and columns indexed by $I$. In this context we often use the zero-padding operator $R_{I}:=\left(\mathbb{I}_{I}\right)^{*} \in \mathbb{R}^{|I| \times K}$, meaning

$$
\begin{equation*}
A_{I}=A R_{I}^{*} \tag{6}
\end{equation*}
$$

The zero-padding operator enables us to embed the matrix $A_{I} \in \mathbb{R}^{d \times|I|}$ into $\mathbb{R}^{d \times K}$ via $A_{I} R_{I} \in \mathbb{R}^{d \times K}$. We follow the convention that subscripts have higher priority than transposition, e.g. $A_{I}^{*}=\left(A_{I}\right)^{*}$. Furthermore let $\mathbf{1}_{I} \in \mathbb{R}^{K}$ be the vector with entry 1 on position $i$, if $i \in I$ and entry 0 otherwise. We use $\odot$ to denote the Hadamard Product or pointwise product of two matrices or vectors of the same dimension.
As already mentioned in the introduction $\Phi \in \mathbb{R}^{d \times K}$ is the generating dictionary, which we want to recover with the dictionary learning algorithms (MOD, ODL) which have as input the current guess $\Psi \in \mathbb{R}^{d \times K}$. We denote the coefficient matrix by $X$. For any permutation matrix $P$ we get

$$
\begin{equation*}
Y=\Phi X \Rightarrow Y=(\Phi P)(P X) \tag{7}
\end{equation*}
$$

So we can assume that $\Psi$ is ordered such that $\max _{j}\left|\left\langle\phi_{i}, \psi_{j}\right\rangle\right|=\left|\left\langle\phi_{i}, \psi_{i}\right\rangle\right|$. In a similar way we have a sign ambiguity, since $Y=\Phi X$ implies $Y=(\Phi D)(D X)$ for $D_{i i}= \pm 1$. Hence wlog we can assume that $\Psi$ is signed, such that $\alpha_{i}:=\left\langle\phi_{i}, \psi_{i}\right\rangle \geq 0$ for all $i \in[K]$. We define the $\ell_{2}$-distance between dictionary elements as

$$
\begin{equation*}
\varepsilon(\Psi, \Phi):=\|\Psi-\Phi\|_{2,1}=\max _{i}\left\|\psi_{i}-\phi_{i}\right\|_{2} \quad \Leftrightarrow \quad \varepsilon(\Psi, \Phi)^{2}=2-2 \underline{\alpha}, \tag{8}
\end{equation*}
$$

which we frequently abbreviate as $\varepsilon$ instead of $\varepsilon(\Psi, \Phi)$. We also abbreviate $Z:=\Psi-\Phi$, which denotes the difference matrix between the generating dictionary $\Phi$ and the current guess $\Psi$. Given two vectors with positive entries $\beta, \pi \in \mathbb{R}^{K}$, we define the distance $\delta(\Psi, \Phi)$ between $\Phi$ and $\Psi$ as

$$
\begin{align*}
& \delta(\Psi, \Phi):  \tag{9}\\
&=\max \left\{\left\|(\Psi-\Phi) D_{\sqrt{\pi \beta \beta}}\right\| \underline{\beta}^{-1 / 2},\left\|(\Psi-\Phi) D_{\sqrt{\beta}}\right\|_{2,1} \underline{\beta}^{-1 / 2}\right\}  \tag{10}\\
&=\max \left\{\left\|Z D_{\sqrt{\pi \beta} \beta}\right\| \underline{\beta}^{-1 / 2},\left\|Z D_{\sqrt{\beta}}\right\|_{2,1} \underline{\beta}^{-1 / 2}\right\} .
\end{align*}
$$

The concrete choice for $\beta, \pi \in \mathbb{R}^{K}$ will be clarified in the signal model in (15), which we discuss in the next chapter. Further, if it is clear from context we will abbreviate $\delta(\Psi, \Phi)$ as $\delta$. Moreover we denote the maximal absolute inner product between two noncorresponding atoms as the cross-coherence $\mu(\Psi, \Phi):=\max _{i \neq j}\left|\left\langle\psi_{i}, \phi_{j}\right\rangle\right|$ and a scaled version as $\mu_{\sqrt{\beta}}(\Psi, \Phi):=\max _{i \neq j}\left|\left\langle\psi_{i}, \phi_{j}\right\rangle \cdot \beta_{j}^{1 / 2}\right|$. We abbreviate $\mu_{\sqrt{\beta}}(\Phi, \Phi)$ as $\mu_{\sqrt{\beta}}(\Phi)$.

## 3. Probabilistic model

In order to simulate in a realistic way, how the non-zero coefficients are chosen, we want them to follow a non-uniform distribution, which is inspired for instance by [19]. Hence we define our probabilistic model for the sparse supports by the following two definitions similar to [24, Definition 1 and 2].

Definition 1 (Poisson and rejective sampling [24]) Let $\delta_{k}$ denote a sequence of $K$ independent Bernoulli $0-1$ random variables with expectations $0 \leq p_{k} \leq 1$ such that $\sum_{k=1}^{K} p_{k}=S$ and denote by $\mathbb{P}_{B}$ the probability measure of the corresponding Poisson sampling model. We say the support I follows the Poisson sampling model, if $I:=\left\{k \mid \delta_{k}=1\right\}$ and each support $I \subseteq \mathbb{K}$ is chosen with probability

$$
\begin{equation*}
\mathbb{P}_{B}(I)=\prod_{i \in I} p_{i} \prod_{j \notin I}\left(1-p_{j}\right) . \tag{11}
\end{equation*}
$$

We say our support I follows the rejective sampling model, if each support $I \subseteq \mathbb{K}$ is chosen with probability

$$
\begin{equation*}
\mathbb{P}_{S}(I):=\mathbb{P}_{B}(I| | I \mid=S) . \tag{12}
\end{equation*}
$$

If it is clear from the context, we write $\mathbb{P}(I)$ instead of $\mathbb{P}_{S}(I)$.
As has already been pointed out in [24] the Poisson sampling has the major comfort that the probabilities of the atoms appearing in the support are independent from each other, but only has on average S-sparse supports. Unfortunately our requirement on the model is that the support is exactly S-sparse. Therefore we use the second model which satisfies this
condition and can be related to the Poisson sampling using [23], restated in Theorem 14 , This proves to be quite valuable, because we can typically reduce estimates for rejective sampling to estimates for Poisson sampling. We continue by defining our signal model based on rejective sampling.

Definition 2 (Signal model) Let $\Phi=\left(\phi_{1}, \ldots, \phi_{K}\right) \in \mathbb{R}^{d \times K}$ be the generating dictionary with $K$ normalized atoms $\phi_{i} \in \mathbb{R}^{d}$. Additionally we choose the support $I=\left\{i_{1}, \ldots i_{S}\right\} \subseteq \mathbb{K}$ according to the rejective model (12) with parameters $p_{1}, \ldots, p_{K}$ such that $\sum_{i=1}^{K} p_{i}=S$ and $0<p_{k} \leq 1 / 6$. Let the signals be modelled as

$$
\begin{equation*}
y=\Phi_{I} x_{I}=\sum_{i \in I} \phi_{i} x_{i}, \quad x_{i}=c_{i} \sigma_{i} \tag{13}
\end{equation*}
$$

where the coefficients of the sequence $c=\left(c_{i}\right)_{i} \in \mathbb{R}^{K}$ are independent, bounded random variables $c_{i}$ with $0<c_{\min } \leq c_{i} \leq c_{\max } \leq 1$ and the sign sequence $\sigma \in\{-1,1\}^{K}$ is a Rademacher sequence, i.e. its entries $\sigma_{i}$ are i.i.d with $\mathbb{P}\left(\sigma_{i}= \pm 1\right)=1 / 2$. Supports, coefficients and signs are modeled as independent and can be written as

$$
\begin{equation*}
x=\mathbf{1}_{I} \odot c \odot \sigma \tag{14}
\end{equation*}
$$

We place emphasis on the coefficient sequence $c$, which does not have to be i.i.d as in [24, Definition 2] and therefore is more general. To characterise our model we define the vectors $\beta, \pi \in \mathbb{R}^{K}$ via

$$
\begin{equation*}
\beta_{i}:=\mathbb{E}\left[c_{i}^{2}\right] \quad \text { and } \quad \pi_{i}:=\mathbb{P}(i \in I) \tag{15}
\end{equation*}
$$

and the square diagonal matrices $D_{\sqrt{\beta}}, D_{\sqrt{\pi}} \in \mathbb{R}^{K \times K}$ as

$$
D_{\sqrt{ }}:=\operatorname{diag}\left(\left(\sqrt{\beta_{i}}\right)_{i}\right) \quad \text { and } \quad D_{\sqrt{\pi}}:=\operatorname{diag}\left(\left(\sqrt{\pi_{i}}\right)_{i}\right)
$$

which we use excessively throughout this master thesis. Sometimes we also employ the following notation for a matrix $M$

$$
\dot{M}:=M D_{\sqrt{\beta}} \quad \text { and } \quad \ddot{M}:=D_{\sqrt{\beta}} M D_{\sqrt{\beta}},
$$

in order to improve the readability of some calculations. With the help of our signal model we can now sketch why the output dictionary of one step of both the algorithms should be close to the generating dictionary $\Phi$.
The update step before normalisation can be written as

$$
\begin{array}{ll}
\text { MOD: } & Y \hat{X}^{*}\left(\hat{X} \hat{X}^{*}\right)^{-1}=\Phi X \hat{X}^{*}\left(\hat{X} \hat{X}^{*}\right)^{-1} \\
\text { ODL: } & \frac{1}{N}\left[Y \hat{X}^{*}-\Psi \hat{X} \hat{X}^{*}+\Psi \operatorname{diag}\left(\hat{X} \hat{X}^{*}\right)\right]=\frac{1}{N}\left[\Phi X \hat{X}^{*}-\Psi \hat{X} \hat{X}^{*}+\Psi \operatorname{diag}\left(\hat{X} \hat{X}^{*}\right)\right],
\end{array}
$$

where we use that $Y=\Phi X$. We define two averages of random matrices as

$$
\begin{equation*}
A:=\frac{1}{N} X \hat{X}^{*}=\frac{1}{N} \sum_{n=1}^{N} x_{n} \hat{x}_{n}^{*} \quad \text { and } \quad B:=\frac{1}{N} \hat{X} \hat{X}^{*}=\frac{1}{N} \sum_{n=1}^{N} \hat{x}_{n} \hat{x}_{n}^{*} \tag{16}
\end{equation*}
$$

which lead to the following expressions of the update step

$$
\begin{aligned}
\text { MOD: } & \Phi A B^{-1}, \\
\text { ODL: } & \Phi A-\Psi[B-\operatorname{diag}(B)] .
\end{aligned}
$$

Since we know the empirical estimators $A$ and $B$ are approximately $\mathbb{E}[x \hat{x}]$ and $\mathbb{E}[\hat{x} \hat{x}]$ resp., we have a closer look at these expectations. We assume that thresholding succeeds to find the correct support, meaning $\hat{I}=I$. Note that by using the zero-padding operator $R_{I}^{*}$ we obtain

$$
x \hat{x}^{*}=x\left(R_{I}^{*} \Psi_{I}^{\dagger} y\right)^{*}=x x^{*} \Phi^{*}\left(\Psi_{I}^{\dagger}\right)^{*} R_{I}
$$

We assume that $\Psi_{I}$ is well conditioned, which means that $\Psi_{I}^{*} \Psi_{I} \approx \mathbb{I}$ and therefore implies that $\Psi_{I}^{\dagger} \approx \Psi_{I}^{*}$. So we obtain

$$
x \hat{x}^{*} \approx x x^{*} \Phi^{*} \Psi_{I} R_{I}=x x^{*} \Phi^{*} \Psi R_{I}^{*} R_{I}=x x^{*} \Phi^{*} \Psi \operatorname{diag}\left(\mathbf{1}_{I}\right) .
$$

According to our model we have $x=\mathbf{1}_{I} \odot c \odot \sigma$, where $I, c, \sigma$ are independent, so

$$
\mathbb{E}_{c, \sigma}\left[x x^{*}\right]=\mathbb{E}_{c}\left[c c^{*}\right] \odot \mathbb{E}_{\sigma}\left[\sigma \sigma^{*}\right] \odot\left(\mathbf{1}_{I} \mathbf{1}_{I}^{*}\right)=D_{\beta} \operatorname{diag}\left(\mathbf{1}_{I}\right)=\operatorname{diag}\left(\mathbf{1}_{I}\right) D_{\beta},
$$

and thus

$$
\mathbb{E}\left[x \hat{x}^{*}\right]=\mathbb{E}_{I, c, \sigma}\left[x \hat{x}^{*}\right] \approx \mathbb{E}_{I}\left[\operatorname{diag}\left(\mathbf{1}_{I}\right) D_{\beta} \Phi^{*} \Psi \operatorname{diag}\left(\mathbf{1}_{I}\right)\right]=\left(D_{\beta} \Phi^{*} \Psi\right) \odot \mathbb{E}_{I}\left[\mathbf{1}_{I} \mathbf{1}_{I}^{*}\right] .
$$

The matrix $\mathbb{E}_{I}\left[\mathbf{1}_{I} \mathbf{1}_{I}^{*}\right]$ is diagonally dominant, which can be seen since

$$
\left(\mathbb{E}_{I}\left[\mathbf{1}_{I} \mathbf{1}_{I}^{*}\right]\right)_{i j}=\mathbb{P}(i, j \in I) \approx \mathbb{P}(i \in I) \cdot \mathbb{P}(j \in I) \ll \mathbb{P}(i \in I)=\left(\mathbb{E}_{I}\left[\mathbf{1}_{I} \mathbf{1}_{I}^{*}\right]\right)_{i i},
$$

meaning

$$
\mathbb{E}\left[\mathbf{1}_{I} \mathbf{1}_{I}^{*}\right] \approx D_{\pi}+\pi \pi^{*} \approx D_{\pi} .
$$

After analysing $B$ in a similar manner and using that $D_{\alpha}=\operatorname{diag}\left(\Phi^{*} \Psi\right)$ we get

$$
A \approx \mathbb{E}\left[x \hat{x}^{*}\right] \approx\left(D_{\beta} \Phi^{*} \Psi\right) \odot D_{\pi}=D_{\pi \cdot \alpha \beta} \quad \text { and } \quad B \approx \mathbb{E}\left[\hat{x} \hat{x}^{*}\right] \approx D_{\pi \cdot \alpha^{2} \beta}
$$

Substituting this into the update steps of MOD and ODL before normalisation yields

$$
\begin{equation*}
\Phi A B^{-1} \approx \Phi D_{\alpha}^{-1} \quad \text { and } \quad \Phi A-\Psi[B-\operatorname{diag}(B)] \approx \Phi D_{\pi \cdot \alpha \cdot \beta} . \tag{17}
\end{equation*}
$$

This rough analysis provides insight into the MOD and ODL algorithm and suggests that both algorithms should converge to the generating dictionary. The main job is now to quantify the errors and show that they are small which proves our main result.

## 4. Main result and proof

Our main goal is to prove the following theorem, which is a generalization of Theorem 3 in [24].

Theorem 3 We assume that the given signals conform to the signal model in Definition 2 . Additionally we define

$$
\begin{equation*}
\underline{\alpha}:=\min _{k}\left|\left\langle\psi_{k}, \phi_{k}\right\rangle\right|=1-\varepsilon^{2} / 2, \quad \gamma:=\frac{c_{\min }}{c_{\max }} \quad \text { and } \quad \rho=2 \kappa^{2} S^{2} \gamma^{-2} \underline{\alpha}^{-2} \underline{\pi}^{-3 / 2}, \tag{18}
\end{equation*}
$$

where $\kappa^{2} \geq 2$. Let $\delta_{*}$ be the desired recovery accuracy, chosen such that for two universal constants $C, n$ with $C \leq 42$ and $n \leq 130$, $\delta_{*}$ satisfies $\delta_{*} C \log \left(n K \rho / \delta_{*}\right) \leq \delta$. Abbreviate $\nu=1 / \sqrt{\log \left(n K \rho / \delta_{*}\right)}<1$ meaning $\delta_{*} \leq \gamma \nu^{2} / C$. If the atom-wise distance $\varepsilon=\varepsilon(\Psi, \Phi)$ of the current guess $\Psi$ to the generating dictionary $\Phi$ satisfies

$$
\begin{equation*}
\max \left\{\nu\left\|\Phi D_{\sqrt{\pi \cdot \beta}}\right\|, \mu_{\sqrt{\beta}}(\Phi)\right\} \leq\left(1-\frac{\varepsilon^{2}}{2}\right) \cdot \frac{\gamma \underline{\beta}^{1 / 2}}{4 C \log \left(n K \rho / \delta_{*}\right)} \tag{19}
\end{equation*}
$$

and the current guess $\Psi$ additionally satisfies either

$$
\begin{align*}
\max \left\{\nu\left\|\Psi D_{\sqrt{\pi \beta \beta}}\right\|, \mu_{\sqrt{\beta}}(\Psi), \mu_{\sqrt{\beta}}(\Psi, \Phi)\right\} & \leq\left(1-\frac{\varepsilon^{2}}{2}\right) \cdot \frac{\gamma \underline{\beta}^{1 / 2}}{4 C \log \left(n K \rho / \delta_{*}\right)}  \tag{20}\\
\text { or } \quad \delta(\Psi, \Phi) & \leq \frac{\gamma}{C \log \left(n K \rho / \delta_{*}\right)}=: \delta_{\circ}, \tag{21}
\end{align*}
$$

then the updated and normalised dictionary $\hat{\Psi}$, which is output by ODL or MOD, satisfies

$$
\begin{equation*}
\delta(\hat{\Psi}, \Phi) \leq \frac{1}{2} \cdot\left(\delta_{*} / 2+\min \left\{\delta_{0}, \delta(\Psi, \Phi)\right\}\right)=: \frac{\Delta}{2} \tag{22}
\end{equation*}
$$

except with probability

$$
\begin{equation*}
60 K \exp \left(-\frac{N(\Delta / 16)^{2}}{2 \rho^{2}+\rho \Delta / 16}\right) . \tag{23}
\end{equation*}
$$

Before we proceed with the proof of the theorem, we provide an explanation of what we have achieved and compare it with [24]. In Theorem 3 we have generalised the result of [24], since for a coefficient sequence $c$ that is i.i.d. as in [24], we obtain the same result as in [24]. This can be seen, since in the i.i.d. case, the diagonal matrix $D_{\sqrt{\beta}}$ can be simplified to a constant times the identity, which means that $\left\|A D_{\sqrt{\beta}}\right\|=\underline{\beta}^{1 / 2} \cdot\|A\|$, for any matrix $A$. This means that the factor $\beta^{1 / 2}$ in (19) and 20 cancels out for all norms and also for $\mu_{\sqrt{\beta}}(\Psi, \Phi), \mu_{\sqrt{\beta}}(\Phi)$ and $\mu_{\sqrt{\beta}}(\Psi)$, which we illustrate in detail for $\mu_{\sqrt{\beta}}(\Psi, \Phi)$ :

$$
\mu_{\sqrt{\beta}}(\Psi, \Phi)=\max _{i \neq j}\left|\left\langle\psi_{i}, \phi_{j}\right\rangle \cdot \beta_{j}^{1 / 2}\right|=\max _{i \neq j}\left|\left\langle\psi_{i}, \phi_{j}\right\rangle\right| \cdot \underline{\beta}^{1 / 2} \leq \underline{\alpha} \gamma \nu^{2} \underline{\beta}^{1 / 2} /(4 C) .
$$

The inequality implies $\mu(\Psi, \Phi) \leq \underline{\alpha} \gamma \nu^{2} /(4 C)$, meaning the condition of [24]. In the second regime (21) it cancels out indirectly, because of our definition of $\delta$, which is

$$
\delta(\Psi, \Phi):=\max \left\{\left\|(\Psi-\Phi) D_{\sqrt{\pi} \beta}\right\| \underline{\beta}^{-1 / 2},\left\|(\Psi-\Phi) D_{\sqrt{\beta}}\right\|_{2,1} \underline{\beta}^{-1 / 2}\right\} .
$$

One important difference between this thesis and [24] is that $D_{\beta}$ cannot be treated as a constant anymore. In [24] it was often used that for constant $D_{\beta}$ we have $D_{\beta}^{ \pm 1} M D_{\beta}^{\mp 1}=M$ for any square matrix, which is not true for $\beta$ not being constant. So in order to deal with that we have to revise the proof strategy in [24] and rescale our matrices $A, B$ from (16) as $D_{\sqrt{\beta}}^{-1} A D_{\sqrt{\beta}}^{-1}$ rather than $A D_{\beta}^{-1}$ and similar for $B$.
Proof [Proof of Theorem 3] We define

$$
\begin{align*}
& \bar{B}:=\left(D_{\sqrt{\pi \cdot \beta} \cdot \alpha}\right)^{-1} B\left(D_{\sqrt{\pi \cdot \beta} \cdot \alpha}\right)^{-1},  \tag{24}\\
& \bar{A}:=\left(D_{\sqrt{\pi \cdot \beta}}\right)^{-1} A\left(D_{\sqrt{\pi \cdot \beta} \cdot \alpha}\right)^{-1}, \tag{25}
\end{align*}
$$

and summarize the results of Lemma 6 to 9 , which hold true except with the probability stated in (23): First by Lemma 6 and 7 we obtain

$$
\begin{equation*}
\|\bar{A}-\mathbb{I}\|_{2,2} \leq \frac{\Delta}{8} \quad \text { and } \quad\|\bar{B}-\mathbb{I}\|_{2,2} \leq \frac{\Delta}{4 \gamma} \tag{26}
\end{equation*}
$$

Second by Lemma 8 and 9 we have for all $\ell \in\{1, \cdots, K\}$ and $\Lambda:=\max \left\{\frac{\gamma \underline{\alpha} \nu \beta^{1 / 2}}{4 \bar{C}},\left\|\Psi D_{\sqrt{\pi \cdot \beta}}\right\|\right\}$ that

$$
\begin{equation*}
\left\|\Phi A\left(D_{\sqrt{\beta} \cdot \pi \cdot \alpha}\right)^{-1} e_{\ell}-\phi_{\ell} \beta_{\ell}^{-1 / 2}\right\|_{2} \leq \frac{\Delta}{8} \quad \text { and } \quad \Lambda \cdot\left\|\mathbb{I}_{\ell} \bar{B} e_{\ell} \pi_{\ell}^{-1 / 2}\right\|_{2} \leq \underline{\beta}^{1 / 2} \cdot \frac{\Delta}{8} \tag{27}
\end{equation*}
$$

Inspired by 17 we define a scaled version of the updated dictionary $\bar{\Psi}$ as $\hat{\Psi} D_{\pi \cdot \beta \cdot \alpha}$ for ODL and as $\hat{\Psi} D_{\alpha}$ for MOD. We prove that $\bar{\Psi}$ contracts to the generating dictionary $\Phi$ and show that this stays true even after normalising $\bar{\Psi}$, which leads to contraction of $\hat{\Psi}$ to $\Phi$. To put it more explicitly we start by proving the following bounds for $s_{\ell}$ either being 1 for ODL or $e_{\ell}^{*} \bar{B}^{-1} e_{\ell}$ for MOD:

$$
\begin{equation*}
\left\|(\bar{\Psi}-\Phi) D_{\sqrt{\pi \cdot \beta}}\right\| \cdot \underline{\beta}^{-1 / 2} \leq \Delta / 4 \quad \text { and } \quad \max _{\ell}\left\|\left(\bar{\psi}_{\ell}-s_{\ell} \phi_{\ell}\right) \beta_{\ell}^{-1 / 2}\right\| \cdot \underline{\beta}^{-1 / 2} \leq \Delta / 3 \tag{28}
\end{equation*}
$$

ODL: Since in (17) we have seen that $\Phi A-\Psi B+\Psi \operatorname{diag}(B) \approx \Phi\left(D_{\pi \cdot \beta \cdot \alpha}\right)$ we define

$$
\begin{equation*}
\bar{\Psi}:=(\Phi A-\Psi B+\Psi \operatorname{diag}(B))\left(D_{\pi \cdot \beta \cdot \alpha}\right)^{-1} \tag{29}
\end{equation*}
$$

In order to use the bounds from (26) and (27) we write

$$
\begin{align*}
(\bar{\Psi}-\Phi) D_{\sqrt{\pi \cdot \beta}}= & \Phi A\left(D_{\sqrt{\pi \cdot \beta} \cdot \alpha}\right)^{-1}-\Psi[B-\operatorname{diag}(B)]\left(D_{\sqrt{\pi \cdot \beta} \cdot \alpha}\right)^{-1}-\Phi D_{\sqrt{\pi \cdot \beta}} \\
= & \Phi D_{\sqrt{\pi \cdot \beta}} \cdot\left[\left(D_{\sqrt{\pi \cdot \beta}}\right)^{-1} A\left(D_{\sqrt{\pi \cdot \beta} \cdot \alpha}\right)^{-1}-\mathbb{I}\right] \\
& \quad-\Psi D_{\sqrt{\pi \cdot \beta} \cdot \alpha} \cdot\left[\left(D_{\sqrt{\pi \cdot \beta} \cdot \alpha}\right)^{-1} B\left(D_{\sqrt{\pi \cdot \beta} \cdot \alpha}\right)^{-1}-\mathbb{I}\right] \\
& \quad+\Psi D_{\sqrt{\pi \cdot \beta} \cdot \alpha} \cdot\left[\left(D_{\sqrt{\pi \cdot \beta} \cdot \alpha}\right)^{-1} \operatorname{diag}(B)\left(D_{\sqrt{\pi \cdot \beta} \cdot \alpha}\right)^{-1}-\mathbb{I}\right] \\
= & \Phi D_{\sqrt{\pi \cdot \beta}} \cdot[\bar{A}-\mathbb{I}]-\Psi D_{\sqrt{\pi \cdot \beta}} \cdot D_{\alpha} \cdot[\bar{B}-\mathbb{I}]+\Psi D_{\sqrt{\pi \cdot \beta}} \cdot D_{\alpha} \cdot[\operatorname{diag}(\bar{B})-\mathbb{I}] . \tag{30}
\end{align*}
$$

Before we continue with estimating the operator norm of the expression above we show that $\left\|\Psi D_{\sqrt{\pi \cdot \beta}}\right\| \leq 2 \gamma \nu \underline{\beta}^{1 / 2} / C$ in both regimes. For $\delta>\delta_{\circ}$ the assumption 20 can be used, while in the second regime, $\delta \leq \delta_{\circ}=\gamma \nu^{2} / C$, we rewrite the term and use assumption (19) to get

$$
\begin{aligned}
\left\|\Psi D_{\sqrt{\pi \cdot \beta}}\right\| \leq\left\|\Phi D_{\sqrt{\pi \cdot \beta}}\right\|+\left\|(\Psi-\Phi) D_{\sqrt{\pi \cdot \beta}}\right\| & \leq\left\|\Phi D_{\sqrt{\pi \cdot \beta}}\right\|+\delta \underline{\beta}^{1 / 2} \\
& \leq\left\|\Phi D_{\sqrt{\pi \cdot \beta}}\right\|+\delta_{\circ} \underline{\beta}^{1 / 2} \\
& \leq \underline{\alpha} \gamma \nu \underline{\beta}^{1 / 2} /(4 C)+\gamma \nu^{2} / C \cdot \underline{\beta}^{1 / 2} \leq 2 \gamma \nu \underline{\beta}^{1 / 2} / C .
\end{aligned}
$$

h Since $\|\operatorname{diag}(\bar{B})-\mathbb{I}\| \leq\|\bar{B}-\mathbb{I}\|$ and $\left\|D_{\alpha}\right\| \leq 1$ we can use both bounds from (26) to obtain

$$
\begin{align*}
\left\|(\bar{\Psi}-\Phi) D_{\sqrt{\pi \cdot \beta}}\right\| & \leq\left\|\Phi D_{\sqrt{\pi \cdot \beta}}\right\| \cdot\|\bar{A}-\mathbb{I}\|+2 \cdot\left\|\Psi D_{\sqrt{\pi \cdot \beta}}\right\| \cdot\left\|D_{\alpha}\right\| \cdot\|\bar{B}-I\| \\
& \leq \frac{\underline{\alpha} \gamma \nu \underline{\beta}^{1 / 2}}{4 C} \cdot \frac{\alpha}{8} \Delta  \tag{31}\\
& 2 \cdot \frac{2 \gamma \nu \underline{\beta}^{1 / 2}}{C} \cdot \frac{\gamma^{-1} \cdot \Delta}{4} \leq \underline{\beta}^{1 / 2} \cdot \frac{\Delta}{4}
\end{align*}
$$

which gets us contraction in the weighted operator norm. Next we want to show that each atom $\bar{\psi}_{\ell}$ of the scaled updated dictionary contracts to their partner atom $\phi_{\ell}$ of the generating dictionary in the weighted $\ell_{2}$-norm. Similar to before we write

$$
\begin{align*}
\left(\bar{\psi}_{\ell}-\phi_{\ell}\right) \beta_{\ell}^{1 / 2} & =(\bar{\Psi}-\Phi) D_{\sqrt{\beta}} e_{\ell} \\
& =\Phi A\left(D_{\sqrt{\beta} \cdot \pi \cdot \alpha}\right)^{-1} e_{\ell}-\Phi D_{\sqrt{\beta}} e_{\ell}-\Psi D_{\sqrt{\pi \cdot \beta} \cdot \alpha}[\bar{B}-\operatorname{diag}(\bar{B})] D_{\sqrt{\pi}}^{-1} e_{\ell} \\
& =\left[\Phi A\left(D_{\sqrt{\beta} \cdot \pi \cdot \alpha}\right)^{-1} e_{\ell}-\Phi D_{\sqrt{\beta}} e_{\ell}\right]+\Psi D_{\sqrt{\pi \cdot \beta} \cdot \alpha} \cdot \mathbb{I}_{\ell c} \bar{B} e_{\ell} \pi_{\ell}^{-1 / 2} \tag{32}
\end{align*}
$$

where $e_{\ell}$ is the standard basis vector. Hence using that $\left\|\Psi D_{\sqrt{\beta} \cdot \alpha}\right\| \leq\left\|\Psi D_{\sqrt{\beta}}\right\|$ and the bounds from (26) we obtain

$$
\begin{align*}
&\left\|\left(\bar{\psi}_{\ell}-\phi_{\ell}\right) \beta_{\ell}^{1 / 2}\right\| \\
& \leq \underbrace{\left\|\Phi A\left(D_{\sqrt{\beta} \cdot \pi \cdot \alpha}\right)^{-1} e_{\ell}-\Phi D_{\sqrt{\beta}} e_{\ell}\right\|}_{\leq \underline{\beta}^{1 / 2} \Delta / 8}+\underbrace{\left\|\Psi D_{\sqrt{\pi \cdot \beta} \cdot \alpha}\right\| \cdot\left\|\mathbb{I}_{\ell} \bar{B} e_{\ell} \pi_{\ell}^{-1 / 2}\right\|}_{\leq \underline{\beta}^{1 / 2} \Delta / 8} \leq \underline{\beta}^{1 / 2} \cdot \frac{\Delta}{4} . \tag{33}
\end{align*}
$$

So we proved the desired bounds in (28) for the ODL algorithm with $s_{\ell}=1$. Before we take care of the normalisation, we want to obtain the same bounds for MOD.
MOD: We recall that the dictionary update of MOD corresponds to
$\Phi X \hat{X}^{*}\left(\hat{X} \hat{X}^{*}\right)^{-1}=\Phi A B^{-1}$ as long as $\hat{X} \hat{X}^{*}$ is invertible. This is given due to the right inequality in 26 together with the Neumann-series, which we will verify below. Inspired by (17) we define our scaled version of the updated dictionary as

$$
\bar{\Psi}:=\Phi A B^{-1} D_{\alpha}
$$

and decompose $\bar{\Psi} D_{\sqrt{\pi \cdot \beta}}$ as

$$
\begin{align*}
\hat{\Psi} D_{\sqrt{\pi \cdot \beta}}= & \Phi A B^{-1} D_{\sqrt{\pi \cdot \beta} \cdot \alpha}=\Phi D_{\sqrt{\pi \cdot \beta}} \cdot\left(\left(D_{\sqrt{\pi \cdot \beta}}\right)^{-1} A B^{-1} D_{\sqrt{\pi \cdot \beta} \cdot \alpha}\right) \\
= & \Phi D_{\sqrt{\pi \cdot \beta}}\left[\left(D_{\sqrt{\pi \cdot \beta}}\right)^{-1} A\left(D_{\sqrt{\pi \cdot \beta} \cdot \alpha}\right)^{-1}\right. \\
& \left.\quad+\left(D_{\sqrt{\pi \cdot \beta}}\right)^{-1} A\left(D_{\sqrt{\pi \cdot \beta} \cdot \alpha}\right)^{-1}\left(\left[\left(D_{\sqrt{\pi \cdot \beta} \cdot \alpha}\right)^{-1} B\left(D_{\sqrt{\pi \cdot \beta} \cdot \alpha}\right)^{-1}\right]^{-1}-\mathbb{I}\right)\right] \\
= & \Phi D_{\sqrt{\pi \cdot \beta}} \cdot\left(\bar{A}+\bar{A}\left(\bar{B}^{-1}-\mathbb{I}\right)\right) . \tag{34}
\end{align*}
$$

Indeed since by Lemma 7 we have $\|\bar{B}-I\| \leq \gamma^{-1} \cdot \Delta / 4$, the matrix $\bar{B}$ can be inverted by applying the Neumann-series $\bar{B}^{-1}=[\mathbb{I}-(\mathbb{I}-\bar{B})]^{-1}=\sum_{k \geq 0}(\mathbb{I}-\bar{B})^{k}$ and bounded as

$$
\begin{equation*}
\left\|\bar{B}^{-1}\right\|=\left\|\sum_{k \geq 0}(\mathbb{I}-\bar{B})^{k}\right\| \leq \sum_{k \geq 0}\|\mathbb{I}-\bar{B}\|^{k} \leq \frac{1}{1-\gamma^{-1} \Delta / 4} \tag{35}
\end{equation*}
$$

Further, we get

$$
\begin{equation*}
\left\|\bar{B}^{-1}-\mathbb{I}\right\|=\left\|\sum_{k \geq 1}(\mathbb{I}-\bar{B})^{k}\right\| \leq \sum_{k \geq 1}\|\bar{B}-\mathbb{I}\|^{k} \leq \frac{\gamma^{-1} \Delta}{4-\gamma^{-1} \Delta}=\frac{\Delta}{4 \gamma-\Delta} \leq \frac{\Delta}{3 \gamma} \tag{36}
\end{equation*}
$$

where the last inequality follows from the fact that $\delta_{\circ}=\gamma \nu^{2} / C$ and $\nu \leq 1 / 3$ and hence $\Delta \leq \frac{3}{2} \delta_{\circ} \leq \gamma$. Before we estimate $\left\|(\bar{\Psi}-\Phi) D_{\sqrt{\pi \cdot \beta}}\right\|$ we also bound the scaled version $\bar{A}$ using Lemma 6 or the first inequality in (26), which yields

$$
\begin{equation*}
\|\bar{A}\| \leq\|\bar{A}-\mathbb{I}+\mathbb{I}\| \leq\|\bar{A}-\mathbb{I}\|+\|I\| \leq \frac{\Delta}{8}+1 \tag{37}
\end{equation*}
$$

Next we use these observations to show contraction of the scaled updated dictionary $\bar{\Psi}$ to the generating dictionary:

$$
\begin{align*}
\left\|(\bar{\Psi}-\Phi) D_{\sqrt{\pi \cdot \beta}}\right\| & \leq\left\|\Phi D_{\sqrt{\pi \cdot \beta}}\right\| \cdot\left(\|\bar{A}-\mathbb{I}\|+\|\bar{A}\| \cdot\left\|\bar{B}^{-1}-\mathbb{I}\right\|\right) \\
& \leq \frac{\alpha \gamma \nu \underline{\beta}^{1 / 2}}{4 C}\left(\frac{\Delta}{8}+\left(\frac{\Delta}{8}+1\right) \cdot \frac{\Delta}{3 \gamma}\right) \leq \underline{\beta}^{1 / 2} \cdot \frac{\Delta}{4} . \tag{38}
\end{align*}
$$

This shows that under the assumptions of the theorem, the weighted operator norm of the distance between the generating dictionary and the scaled update decreases in each iteration. We proceed with the atomwise $\ell_{2}$-norm: We define $\mathbb{I}=e_{\ell} e_{\ell}^{*}+\mathbb{I}_{\ell^{c}}$ as well as $s_{\ell}:=e_{\ell}^{*} \bar{B}^{-1} e_{\ell}$ and decompose $\bar{\psi}_{\ell}$ as

$$
\begin{align*}
\bar{\psi}_{\ell} \beta_{\ell}^{1 / 2} & =\bar{\Psi} D_{\sqrt{\beta}} e_{\ell}=\Phi A B^{-1} D_{\sqrt{\pi \cdot \beta} \cdot \alpha} e_{\ell} \pi_{\ell}^{-1 / 2}=\Phi A\left(D_{\sqrt{\pi \cdot \beta} \cdot \alpha}\right)^{-1} \bar{B}^{-1} e_{\ell} \pi_{\ell}^{-1 / 2} \\
& =\Phi A\left(D_{\sqrt{\beta} \cdot \pi \cdot \alpha}\right)^{-1} e_{\ell} \cdot s_{\ell}+\Phi D_{\sqrt{\pi \cdot \beta}} \cdot\left(D_{\sqrt{\pi \cdot \beta}}\right)^{-1} A\left(D_{\sqrt{\pi \cdot \beta} \cdot \alpha}\right)^{-1} \cdot \mathbb{I}_{\ell c} \bar{B}^{-1} e_{\ell} \pi_{\ell}^{-1 / 2} \tag{39}
\end{align*}
$$

which yields

$$
\begin{align*}
& \left\|\left(\bar{\psi}_{\ell}-s_{\ell} \phi_{\ell}\right) \beta_{\ell}^{1 / 2}\right\| \\
& \quad \leq\left|s_{\ell}\right| \cdot\left\|\Phi A\left(D_{\sqrt{\beta} \cdot \pi \cdot \alpha}\right)^{-1} e_{\ell}-\Phi D_{\sqrt{\beta}} e_{\ell}\right\|+\left\|\Phi D_{\sqrt{\pi} \cdot \beta}\right\| \cdot\|\bar{A}\| \cdot\left\|\mathbb{I}_{\ell^{c}} \bar{B}^{-1} e_{\ell} \pi_{\ell}^{-1 / 2}\right\| . \tag{40}
\end{align*}
$$

In order to establish a suitable bound for the atomwise difference, we still need to bound the first and last term on the right-hand side above. It is easy to see that $\left|s_{\ell}\right| \leq\left\|\bar{B}^{-1}\right\|$. Combining the bound for $\left\|\bar{B}^{-1}\right\|$ from (35) and Lemma 8 we obtain

$$
\begin{equation*}
\left|s_{\ell}\right| \cdot\left\|\Phi A\left(D_{\sqrt{ } \beta} \cdot \pi \cdot \alpha\right)^{-1} e_{\ell}-\Phi D_{\sqrt{\beta}} e_{\ell}\right\| \leq\left(1-\gamma^{-1} \Delta / 4\right)^{-1} \cdot \underline{\beta}^{1 / 2} \cdot \Delta / 8 \tag{41}
\end{equation*}
$$

For the second term we need to have a closer look at $\left\|\mathbb{I}_{\ell^{c}} \bar{B}^{-1} e_{\ell} \pi_{\ell}^{-1 / 2}\right\|$. Since $\bar{B}^{-1}=$ $\mathbb{I}+\bar{B}^{-1}(\mathbb{I}-\bar{B})$ and $\mathbb{I}_{\ell} e_{\ell}=0$ we get

$$
\begin{aligned}
\left\|\mathbb{I}_{\ell^{c}} \bar{B}^{-1} e_{\ell} \pi_{\ell}^{-1 / 2}\right\| & =\left\|\mathbb{I}_{\ell^{c}} \bar{B}^{-1}(\mathbb{I}-\bar{B}) e_{\ell} \pi_{\ell}^{-1 / 2}\right\|=\left\|\mathbb{I}_{\ell^{c}} \bar{B}^{-1}\left(e_{\ell} e_{\ell}^{*}+\mathbb{I}_{\ell^{c}}\right)(\mathbb{I}-\bar{B}) e_{\ell} \pi_{\ell}^{-1 / 2}\right\| \\
& \leq\left\|\mathbb{I}_{\ell^{c}} \bar{B}^{-1} e_{\ell} \pi_{\ell}^{-1 / 2}\right\| \cdot\|\mathbb{I}-\bar{B}\|+\left\|\bar{B}^{-1}\right\| \cdot\left\|\mathbb{I}_{\ell^{c}} \bar{B} e_{\ell} \pi_{\ell}^{-1 / 2}\right\|
\end{aligned}
$$

Restructuring this inequality and applying the bound from Lemma 7 leads to

$$
\begin{equation*}
\left\|\mathbb{I}_{\ell^{c}} \bar{B}^{-1} e_{\ell} \pi_{\ell}^{-1 / 2}\right\| \leq \frac{\left\|\bar{B}^{-1}\right\|}{1-\|\mathbb{I}-\bar{B}\|} \cdot\left\|\mathbb{I}_{\ell^{c}} \bar{B} e_{\ell} \pi_{\ell}^{-1 / 2}\right\| \leq \frac{1}{\left(1-\gamma^{-1} \Delta / 4\right)^{2}} \cdot\left\|\mathbb{I}_{\ell^{c}} \bar{B} e_{\ell} \pi_{\ell}^{-1 / 2}\right\| \tag{42}
\end{equation*}
$$

Note that $\gamma^{-1} \Delta \leq \gamma^{-1} \cdot \frac{3}{2} \delta_{\circ} \leq \gamma^{-1} \cdot \frac{3}{2} \frac{\gamma \nu^{2}}{C} \leq \frac{1}{4}$ which implies $\frac{1}{1-\gamma^{-1} \Delta / 4} \leq \frac{16}{15}$. Putting the results of (41) and (42) together and plugging it into (40) yields

$$
\begin{align*}
\left\|\left(\bar{\psi}_{\ell}-s_{\ell} \phi_{\ell}\right) \beta_{\ell}^{1 / 2}\right\| \leq & \frac{1}{1-\gamma^{-1} \Delta / 4} \cdot \frac{\bar{\beta}^{1 / 2} \Delta}{8} \\
& \quad+\frac{1}{\left(1-\gamma^{-1} \Delta / 4\right)^{2}} \cdot\left(\frac{\Delta}{8}+1\right) \cdot \underbrace{\frac{\alpha \gamma \nu}{27} \underline{\underline{\beta}}^{1 / 2}}_{\leq \underline{\beta}^{1 / 2} \cdot \Delta / 8} \cdot\left\|\mathbb{I}_{\ell} \bar{B} e_{\ell} \pi_{\ell}^{-\frac{1}{2}}\right\|
\end{align*}
$$

Note that $\left|s_{\ell}-1\right| \leq\left\|\bar{B}^{-1}-\mathbb{I}\right\| \leq \gamma^{-1} \cdot \Delta / 3$ in MOD. Hence, in summary our results so far are the following, where $s_{\ell}=1$ for the ODL algorithm and close to 1 for MOD:

$$
\left\|(\bar{\Psi}-\Phi) D_{\sqrt{\pi} \beta}\right\| \leq \underline{\beta}^{1 / 2} \cdot \Delta / 4 \quad \text { and } \quad \max _{\ell}\left\|\left(\bar{\psi}_{\ell}-s_{\ell} \phi_{\ell}\right) \beta_{\ell}\right\| \leq \underline{\beta}^{1 / 2} \cdot \Delta / 3
$$

Normalisation: In the last step of the proof, we show that normalizing the scaled versions of the updated dictionary does not affect the convergence. We define $F:=\operatorname{diag}\left(\left\|\bar{\psi}_{i}\right\|_{2}\right)^{-1}$ to be the normalization matrix, such that $\hat{\Psi}:=\bar{\Psi} F$. Since $\left\|\phi_{\ell}\right\|=1$ and $\gamma \leq 1$ we obtain

$$
\begin{aligned}
\left|\left\|\bar{\psi}_{\ell}\right\|-1\right| & \leq\left\|\bar{\psi}_{\ell}-\phi_{\ell}\right\| \leq\left\|\left(\bar{\psi}_{\ell}-s_{\ell} \phi_{\ell}\right) \beta_{\ell}^{1 / 2}\right\| \cdot \beta_{\ell}^{-1 / 2}+\left\|\left(s_{\ell}-1\right) \phi_{\ell}\right\| \\
& \leq\left(\underline{\beta}^{1 / 2} \cdot \Delta / 3\right) \cdot \beta_{\ell}^{-1 / 2}+\gamma^{-1} \cdot \Delta / 3 \leq 2 / 3 \cdot \gamma^{-1} \Delta \leq \gamma^{-1} \Delta .
\end{aligned}
$$

Therefore we get $\|F\| \leq\left(1-\gamma^{-1} \Delta\right)^{-1}$ and $\|\mathbb{I}-F\| \leq \gamma^{-1} \Delta \cdot\left(1-\gamma^{-1} \Delta\right)^{-1}$. With these observations we can show that the updated dictionary $\hat{\Psi}$ contracts towards the generating dictionary $\Phi$ in the weighted operator norm: Note that by assumption $\left\|\Phi D_{\sqrt{\pi \cdot \beta}}\right\| \leq$ $\gamma \nu \underline{\beta}^{1 / 2} /(4 C) \leq \gamma \underline{\beta}^{1 / 2} /(12 C)$ and $1-\gamma^{-1} \Delta \geq 1-\frac{3 \delta_{0}}{2 \gamma} \geq 1-\frac{1}{6 C}$, which leads to

$$
\begin{align*}
\left\|(\hat{\Psi}-\Phi) D_{\sqrt{\pi \beta \beta}}\right\| & \leq\left\|(\bar{\Psi}-\Phi) D_{\sqrt{\pi \beta \beta}}\right\| \cdot\|F\|+\left\|\Phi D_{\sqrt{\pi \beta} \beta}\right\| \cdot\|(\mathbb{I}-F)\| \\
& \leq \underline{\beta}^{1 / 2} \cdot \frac{\Delta}{4} \cdot \frac{1}{1-\gamma^{-1} \Delta}+\frac{\gamma \underline{\beta}^{1 / 2}}{12 C} \cdot \frac{\gamma^{-1} \Delta}{1-\gamma^{-1} \Delta} \leq \underline{\beta}^{1 / 2} \cdot \frac{\Delta}{2} . \tag{44}
\end{align*}
$$

For the $\ell_{2}$-norm we use the help of Lemma B. 10 from [27]. If $\left\|\phi_{\ell}\right\|=1$ and $\left\|\psi_{\ell}-s_{\ell} \phi_{\ell}\right\| \leq t$, then $\hat{\psi}_{\ell}=\psi_{\ell} /\left\|\psi_{\ell}\right\|$ satisfies

$$
\begin{equation*}
\left\|\hat{\psi}_{\ell}-\phi_{\ell}\right\|^{2} \leq 2-2 \sqrt{1-\frac{t^{2}}{s_{\ell}^{2}}} \leq 2-2\left(1-\frac{t^{2} / s_{\ell}^{2}}{2-t^{2} / s_{\ell}^{2}}\right)=t^{2} \cdot\left(s_{\ell}^{2}-\frac{t^{2}}{2}\right) \tag{45}
\end{equation*}
$$

where the second inequality holds, if $t^{2} / s_{\ell}^{2} \leq 1$. In order to apply the lemma we note that

$$
\begin{equation*}
\left\|\bar{\psi}_{\ell}-s_{\ell} \phi_{\ell}\right\| \cdot \beta_{\ell}^{1 / 2}=\left\|\left(\bar{\psi}_{\ell}-s_{\ell} \phi_{\ell}\right) \beta_{\ell}^{1 / 2}\right\| \leq \underline{\beta}^{1 / 2} \cdot \Delta / 3 \tag{46}
\end{equation*}
$$

Hence we set $t:=\beta_{\ell}^{-1 / 2} \underline{\beta}^{1 / 2} \Delta / 3 \leq \Delta / 3$ while $\left|1-s_{\ell}\right| \leq \Delta / 3$ and therefore $s_{\ell} \geq 1-\Delta / 3 \geq t$, so we get

$$
\begin{equation*}
\left\|\hat{\psi}_{\ell}-\phi_{\ell}\right\| \leq t \cdot\left(s_{\ell}^{2}-\frac{t^{2}}{2}\right)^{-1 / 2} \leq \frac{\beta^{1 / 2} \Delta}{3 \beta_{\ell}^{1 / 2}} \cdot\left(\left(1-\frac{\Delta}{3}\right)^{2}-\frac{\Delta^{2}}{18}\right)^{-1 / 2} \leq \frac{\beta^{1 / 2}}{\beta_{\ell}^{1 / 2}} \cdot \frac{\Delta}{2} \tag{47}
\end{equation*}
$$

This implies that $\left\|\left(\hat{\psi}_{\ell}-\phi_{\ell}\right) \beta_{\ell}^{1 / 2}\right\|=\left\|\hat{\psi}_{\ell}-\phi_{\ell}\right\| \cdot \beta_{\ell}^{1 / 2} \leq \underline{\beta}^{1 / 2} \cdot \Delta / 2$. So we can conclude that

$$
\begin{equation*}
\left\|(\hat{\Psi}-\Phi) D_{\sqrt{\pi \cdot \beta}}\right\| \cdot \underline{\beta}^{-1 / 2} \leq \frac{\Delta}{2} \quad \text { and } \quad\left\|(\hat{\Psi}-\Phi) D_{\sqrt{\beta}}\right\|_{2,1} \cdot \underline{\beta}^{-1 / 2} \leq \frac{\Delta}{2} \tag{48}
\end{equation*}
$$

hence $\delta(\hat{\Psi}, \Phi) \leq \Delta / 2$, which finishes the proof of Theorem 3 .

In Theorem 3 we have sufficient conditions for the initial dictionary $\Psi$ and the generating dictionary $\Phi$, ensuring that one iteration of MOD and ODL algorithm in combination with thresholding as sparse approximation algorithm decreases the distance of the initial dictionary and the ground truth $\Phi$. This is shown in a scaled operator norm as well as in the $\ell_{2}$-norm. Applying Theorem 3 iteratively yields convergence of MOD and ODL up to the desired accuracy $\delta_{*}$. The proof is mainly based on the four inequalities in (26) and (27), which we discuss in the following chapter.

## 5. Four bounds needed in the proof

Like in the chapter before, we closely follow the approach of [24] to prove the following lemmas. Since for each update step of the coefficients there is a need to project them onto specific submatrices derived from the current guess $\Psi$, we define the index sets $\mathcal{F}_{\Phi}, \mathcal{F}_{\Psi}$ where the random variables $\Phi_{I}, \Psi_{I}$ are well conditioned:

$$
\begin{equation*}
\mathcal{F}_{\Phi}:=\left\{I:\left\|\Phi_{I}^{*} \Phi_{I}-\mathbb{I}\right\| \leq \vartheta\right\} \quad \text { and } \quad \mathcal{F}_{\Psi}:=\left\{I:\left\|\Psi_{I}^{*} \Psi_{I}-\mathbb{I}\right\| \leq \vartheta\right\}, \tag{49}
\end{equation*}
$$

where we set $\vartheta:=1 / 4$ for the rest of the chapter. Moreover we define the index set $\mathcal{F}_{\dot{Z}}$ where the norm of the random variable $\dot{Z}_{I}=\dot{\Psi}_{I}-\dot{\Phi}_{I}=\left(\Psi_{I}-\Phi_{I}\right)\left(D_{\sqrt{\beta}}\right)_{I, I}$ is of a similar scale to $\delta$ :

$$
\begin{equation*}
\mathcal{F}_{\dot{Z}}:=\left\{I:\left\|\dot{Z}_{I}\right\| \leq \delta \cdot \sqrt{2 \underline{\beta} \log \left(n K \rho / \delta_{*}\right)}\right\} . \tag{50}
\end{equation*}
$$

Imposing these conditions on the index set $I$ together we set

$$
\begin{equation*}
\mathcal{G}:=\mathcal{F}_{\Phi} \cap \mathcal{F}_{\Psi} \cap \mathcal{F}_{\dot{Z}} . \tag{51}
\end{equation*}
$$

Next we want to define a set, where thresholding recovers the correct support in the vector $\hat{x}$. We recall that, thresholding finds the largest $S$ entries and gathers them in the index set $\hat{I}$. The optimal coefficients then are

$$
\hat{x}_{\hat{I}}=\Psi_{\hat{I}}^{\dagger} y .
$$

We define the set which contains all index, sign and coefficient triplet, where thresholding finds the correct support, as

$$
\begin{equation*}
\mathcal{H}:=\{(I, \sigma, c): \hat{I}=I\} . \tag{52}
\end{equation*}
$$

In the proofs of Lemmas 6 to 9 later on we will often restrict the dictionaries $\Psi$ and $\Phi$ to the sets above and bound the probability that thresholding fails as well as the probability that the submatrices $\Phi_{I}, \Psi_{I}$ are ill-conditioned by Lemma 4 .

Lemma 4 Given the conditions stated in Theorem 3. we have

$$
\left[2 \mathbb{P}\left(\mathcal{H}^{c}\right)+\mathbb{P}\left(\mathcal{G}^{c}\right)\right] \cdot \rho \leq \delta_{*} / 32 .
$$

Proof For this proof we set $N:=\Psi^{*} \Phi-\operatorname{diag}\left(\Psi^{*} \Phi\right)$ and recall that $\underline{\alpha}=\min _{i}\left|\left\langle\psi_{i}, \phi_{i}\right\rangle\right|$. Thresholding retrieves the complete support of a signal $y=\Phi_{I} x_{I}$, if

$$
\left\|\Psi_{I^{c}}^{*} y\right\|_{\infty}<\left\|\Psi_{I}^{*} y\right\|_{\min } .
$$

Therefore in order to find an upper bound on the probability that thresholding fails to recover the correct support that is on $\mathbb{P}\left(\mathcal{H}^{c}\right)$, we bound the following

$$
\begin{align*}
& \mathbb{P}_{y}\left(\left\|\Psi_{I}^{*} y\right\|_{\min }<\left\|\Psi_{I c}^{*} y\right\|_{\infty}\right)=\mathbb{P}_{y}\left(\left\|\Psi_{I}^{*} \Phi_{I} x_{I}\right\|_{\min }<\left\|\Psi_{I c}^{*} \Phi_{I} x_{I}\right\|_{\infty}\right) \\
& \leq \mathbb{P}_{y}\left(\left\|\operatorname{diag}\left(\Psi_{I}^{*} \Phi_{I}\right) x_{I}\right\|_{\min }-\left\|N_{I, I} x_{I}\right\|_{\infty}<\left\|\Psi_{I c}^{*} \Phi_{I}\right\|_{\infty}\right) \\
& \leq \leq \mathbb{P}_{y}\left(c_{\min }\left\|\operatorname{diag}\left(\Psi_{I}^{*} \Phi_{I}\right)\right\|_{\min }-\left\|N_{I, I} x_{I}\right\|_{\infty}<\left\|\Psi_{I_{c}^{c}}^{*} \Phi_{I} x_{I}\right\|_{\infty}\right) \\
& \leq \mathbb{P}_{y}\left(c_{\min } \cdot \underline{\alpha}<2\left\|N_{I} x_{I}\right\|_{\infty}\right) \\
& \leq \leq \mathbb{P}_{y}\left(2\left\|N_{I} x_{I}\right\|_{\infty} \geq c_{\min } \cdot \underline{\alpha} \mid\left\|N_{I}\right\|_{\infty, 2}<\eta\right) \\
& \quad+\mathbb{P}_{S}\left(\left\|N_{I}\right\|_{\infty, 2} \geq \eta\right) . \tag{53}
\end{align*}
$$

For the first term we can use Hoeffding's inequality stated in [22, Lemma 23]. Since $\operatorname{sign}\left(x_{k}\right)=\sigma_{k}$ is a Rademacher sequence independent of $I$, this means that

$$
\begin{equation*}
\mathbb{P}_{y}\left(\left\|N_{I} x_{I}\right\|_{\infty} \geq c_{\min } \cdot \underline{\alpha}^{2} / 2 \mid\left\|N_{I}\right\|_{\infty, 2}<\eta\right) \leq 2 K \exp \left(-\frac{1 / 4 \cdot c_{\min }^{2} \underline{\alpha}^{2}}{2 \cdot\left\|N_{I}\right\|_{\infty, 2}^{2} \cdot\left\|x_{I}\right\|_{\infty}^{2}}\right) . \tag{54}
\end{equation*}
$$

To our second term we first apply the Poissonisation trick, which can be found in 22, Lemma 7]. If $\mathbb{P}_{B}$ is the Poisson sampling model corresponding to $p_{1}, \cdots, p_{K}$, we obtain

$$
\mathbb{P}\left(\left\|N_{I}\right\|_{\infty, 2} \geq \eta\right) \leq 2 \mathbb{P}_{B}\left(\left\|N_{I}\right\|_{\infty, 2} \geq \eta\right) .
$$

Applying Lemma 21 from [22], which is in itself a consequence of the Chernoff inequality, we get

$$
\begin{equation*}
\mathbb{P}_{B}\left(\left\|N_{I}\right\|_{\infty, 2} \geq \eta\right) \leq K\left(e \frac{\left\|N D_{\sqrt{\beta}}\right\|_{\infty, 2}^{2}}{\eta^{2}}\right)^{\frac{\eta^{2}}{\mu(\Psi, \Phi)^{2}}} \tag{55}
\end{equation*}
$$

Next we use $\left(1-\|p\|_{\infty}\right) \cdot p_{i} \leq \pi_{i}$, from [23] resp. the condition from Theorem 14 in the Appendix A.3, to get $p_{i} \leq \frac{6}{5} \pi_{i}<2 \pi_{i}$ as well as

$$
\left\|N D_{\sqrt{p}}\right\|_{\infty, 2}^{2} \leq 2\left\|N D_{\sqrt{\pi}}\right\|_{\infty, 2}^{2}=2\left\|\left[\Psi^{*} \Phi-\operatorname{diag}\left(\Psi^{*} \Phi\right)\right] D_{\sqrt{\pi}}\right\|_{\infty, 2}^{2} \leq 2\left\|\Phi D_{\sqrt{\pi}, \beta}\right\|^{2} \cdot\left\|D_{\sqrt{\beta}}^{-1}\right\|^{2} .
$$

Substituting (54) and (55) into (53) yields

$$
\begin{align*}
\mathbb{P}_{y}\left(\left\|\Psi_{I}^{*} y\right\|_{\min }\right. & \left.<\left\|\Psi_{I}^{*} c y\right\|_{\infty}\right)  \tag{56}\\
& \leq 2 K \exp \left(-\frac{\gamma^{2}}{8 \eta^{2}} \cdot \underline{\alpha}^{2}\right)+2 K\left(2 e \frac{\left\|\Phi D_{\sqrt{\pi \cdot \beta}}\right\|_{\infty, 2}^{2} \cdot \underline{\beta}^{-1}}{\eta^{2}}\right)^{\frac{\eta^{2}}{\mu(\Psi, \Phi)^{2}}} . \tag{57}
\end{align*}
$$

In order to determine $\eta$ we recall the following abbreviations

$$
\begin{equation*}
\nu=\frac{1}{\sqrt{\log \left(n K \rho / \delta_{*}\right)}} \leq \frac{1}{3} \quad \text { and } \quad \delta_{\circ}=\frac{\gamma}{C \log \left(n K \rho / \delta_{*}\right)}=\frac{\gamma \nu^{2}}{C} \tag{58}
\end{equation*}
$$

where the upper bound for $\nu$ is valid for $n \rho \delta_{*}^{-1} \geq 130 \cdot 2 \cdot 42$. We choose $\eta:=\underline{\alpha} \gamma \nu / 4$ and substitute it into our first term in (57) which becomes $2 K \delta_{*}^{2} /(n \rho K)^{2}$. For the second term we use the condition on the generating dictionary in (19), which is $\left\|\Phi D_{\sqrt{\pi \cdot \beta}}\right\| \leq \underline{\alpha} \gamma \nu \underline{\beta}^{1 / 2} /(4 C)$ and obtain $2 e\left\|\Phi D_{\sqrt{\pi \cdot \beta}}\right\|_{\infty, 2}^{2} \underline{\beta}^{-1} \eta^{-2} \leq e^{-2}$. For the exponent of the second term we separate the cases $\delta>\delta_{0}$ and $\delta \leq \delta_{0}$, since we use different conditions described in Theorem 3. While in the first regime, $\delta>\delta_{\circ}$, by (20), we get that

$$
\mu(\Psi, \Phi)=\max _{i \neq j}\left|\left\langle\psi_{i}, \phi_{j}\right\rangle \cdot \beta_{j}^{1 / 2} \beta_{j}^{-1 / 2}\right| \leq \mu_{\sqrt{\beta}}(\Psi, \Phi) \cdot \underline{\beta}^{-1 / 2} \leq \underline{\alpha} \gamma \nu^{2} /(4 C)
$$

the second regime, $\delta \leq \delta_{0}$, requires further attention:

$$
\begin{aligned}
\mu(\Psi, \Phi)=\mu(\Phi, \Psi) & \leq \mu_{\sqrt{\beta}}(\Phi, \Psi) \cdot \underline{\beta}^{-1 / 2}=\max _{i \neq j}\left|\left\langle\phi_{i}, \psi_{j}\right\rangle \beta_{j}^{1 / 2}\right| \cdot \underline{\beta}^{-1 / 2} \\
& \leq \max _{i \neq j}\left|\left\langle\phi_{i}, \phi_{j}\right\rangle \beta_{j}^{1 / 2}\right| \cdot \underline{\beta}^{-1 / 2}+\max _{i \neq j}\left|\left\langle\psi_{i}, \psi_{j}-\phi_{j}\right\rangle \beta_{j}^{1 / 2}\right| \cdot \underline{\beta}^{-1 / 2} \\
& \leq \mu_{\sqrt{\beta}}(\Phi) \cdot \underline{\beta}^{-1 / 2}+\max _{j}\left\|\left(\psi_{j}-\phi_{j}\right) \beta_{j}^{1 / 2}\right\| \cdot \underline{\beta}^{-1 / 2} \leq \mu_{\sqrt{\beta}}(\Phi) \cdot \underline{\beta}^{-1 / 2}+\delta \\
& \leq \underline{\alpha} \gamma \nu^{2} /(4 C)+\delta,
\end{aligned}
$$

where in the last inequality we used the condition on $\mu_{\sqrt{\beta}}(\Phi)$ in (21). Since $\delta \leq \delta_{0} \leq 1 / C$ and $\underline{\alpha}=1-\varepsilon^{2} / 2 \geq 1-\delta^{2} / 2 \geq(C-1) / C$, we get

$$
\delta \leq \frac{\underline{\alpha} \gamma}{\underline{\alpha} C \log \left(n K \rho / \delta_{*}\right)} \leq \frac{\underline{\alpha} \gamma}{(C-1) \log \left(n K \rho / \delta_{*}\right)}=\frac{\underline{\alpha} \gamma \nu^{2}}{(C-1)}
$$

and therefore $\mu(\Psi, \Phi) \leq 2 \underline{\alpha} \gamma \nu^{2} /(C-1)$. Hence we found a lower bound for the exponent in both regimes

$$
\begin{equation*}
\frac{\eta^{2}}{\mu(\Psi, \Phi)^{2}} \geq \frac{\underline{\alpha}^{2} \gamma^{2} \nu^{2}(C-1)^{2}}{16 \cdot 4 \underline{\alpha}^{2} \gamma^{2} \nu^{4}} \geq \frac{(C-1)^{2}}{64 \nu^{2}} \tag{59}
\end{equation*}
$$

which yields

$$
\begin{equation*}
\mathbb{P}\left(\mathcal{H}^{c}\right) \leq 2 K\left(\frac{\delta_{*}}{n \rho K}\right)^{2}+2 K\left(\frac{\delta_{*}}{n \rho K}\right)^{(C-1)^{2} / 32} \leq 4 K\left(\frac{\delta_{*}}{n \rho K}\right)^{2} \tag{60}
\end{equation*}
$$

In the second part of the proof we analyze the probability $\mathbb{P}\left(\mathcal{G}^{c}\right)$ which can be bounded by $\mathbb{P}\left(\mathcal{F}_{\dot{Z}}^{c}\right)+\mathbb{P}\left(\mathcal{F}_{\Phi}^{c} \cup \mathcal{F}_{\Psi}^{c}\right)$. We begin with $\mathbb{P}\left(\mathcal{F}_{\dot{Z}}^{c}\right)$ where we employ the Poissonisation trick as before, which yields

$$
\mathbb{P}\left(\mathcal{F}_{\dot{Z}}^{c}\right) \leq 2 \mathbb{P}_{B}\left(\mathcal{F}_{\dot{Z}}^{c}\right)
$$

We continue by applying the matrix Chernoff inequality from 10. Therefore we note for $Z=\left(z_{1}, \ldots, z_{K}\right)$, where $z_{i} \in \mathbb{R}^{d}$, that

$$
\begin{equation*}
\dot{Z}_{I} \dot{Z}_{I}^{*}=\left(Z_{I}\left(D_{\beta}\right)_{I, I} Z_{I}^{*}\right)=\sum_{i \in I} z_{i} \beta_{i} z_{i}^{*} \tag{61}
\end{equation*}
$$

Recalling that $\delta=\max \left\{\left\|Z D_{\sqrt{\pi \cdot \beta}}\right\| \cdot \underline{\beta}^{-1 / 2},\|Z\|_{2,1} \cdot \underline{\beta}^{-1 / 2}\right\}$ by Definition (10), we can estimate

$$
\begin{aligned}
& \left\|z_{i} \beta_{i} z_{i}^{*}\right\|=\left\|\beta_{i}^{1 / 2} z_{i}^{*} z_{i} \beta_{i}^{1 / 2}\right\|=\left|\left\langle z_{i} \beta_{i}^{1 / 2}, z_{i} \beta_{i}^{1 / 2}\right\rangle\right| \leq \max _{i}\left\|\left(\psi_{i}-\phi_{i}\right) \beta_{i}^{1 / 2}\right\|^{2} \leq \delta^{2} \underline{\beta} \quad \text { and } \\
& \left\|\sum_{i \in I} \mathbb{E}_{B}\left[z_{i} \beta_{i} z_{i}^{*}\right]\right\|=\left\|\mathbb{E}_{B}\left[Z_{I}\left(D_{\beta}\right)_{I, I} Z_{I}^{*}\right]\right\|=\left\|Z D_{\sqrt{\beta}} \mathbb{E}_{B}\left[R_{I}^{*} R_{I}\right] D_{\sqrt{\beta}} Z^{*}\right\|=\left\|Z D_{p \cdot \beta} Z\right\|
\end{aligned}
$$

Using the bound $p_{i} \leq 2 \pi_{i}$ we obtain

$$
\begin{align*}
\mathbb{P}\left(\left\|Z_{I}\left(D_{\beta}\right)_{I, I} Z_{I}^{*}\right\|>t\right) & \leq 2 \mathbb{P}_{B}\left(\left\|Z_{I}\left(D_{\beta}\right)_{I, I} Z_{I}^{*}\right\|>t\right) \\
& \leq 2 K\left(\frac{e\left\|Z D_{p \cdot \beta} Z^{*}\right\|}{t}\right)^{t /\left(\delta^{2} \underline{\beta}\right)} \leq 2 K\left(\frac{2 e\left\|Z D_{\pi \cdot \beta} Z^{*}\right\|}{t}\right)^{t /\left(\delta^{2} \underline{\beta}\right)} \\
& \leq 2 K\left(\frac{2 e\left\|Z D_{\sqrt{\pi \cdot \beta}}\right\|^{2}}{t}\right)^{t /\left(\delta^{2} \underline{\beta}\right)} \leq 2 K\left(\frac{2 e \delta^{2} \underline{\beta}}{t}\right)^{t /\left(\delta^{2} \underline{\beta}\right)} \tag{62}
\end{align*}
$$

We choose $t=2 \delta^{2} \underline{\beta} \max \left\{e^{2}, \log \left(n K \rho / \delta_{*}\right)\right\}=2 \delta^{2} \underline{\beta} \log \left(n K \rho / \delta_{*}\right)$ which gives us the bound

$$
\mathbb{P}\left(\mathcal{F}_{\dot{Z}^{c}}\right)=\mathbb{P}\left(\left\|\dot{Z}_{I}\right\| \geq \delta \cdot \sqrt{2 \underline{\beta} \log \left(n K \rho / \delta_{*}\right)}\right) \leq 2 K\left(\frac{\delta_{*}}{n K \rho}\right)^{2}
$$

The last inequality holds if $\delta_{*} /(n K \rho) \leq 1 / 1619$, which is always satisfied since $n \rho \delta_{*}^{-1} \geq$ $130 \cdot 2 \cdot 42$ as before. For $\mathbb{P}\left(\mathcal{F}_{\Phi}^{c} \cup \mathcal{F}_{\Psi}^{c}\right)$ we can apply Theorem 12 taken from [22], and obtain

$$
\mathbb{P}\left(\mathcal{F}_{\Phi} \cup \mathcal{F}_{\Psi}\right) \leq 512 K \exp \left(-\min \left\{\frac{5 \vartheta^{2}}{24 e^{2}\left\|\Phi D_{\sqrt{\pi}}\right\|^{2}}, \frac{\vartheta}{2 \mu(\Phi)}, \frac{5 \vartheta^{2}}{24 e^{2}\left\|\Psi D_{\sqrt{\pi}}\right\|^{2}}, \frac{\vartheta}{2 \mu(\Psi)}\right\}\right) .
$$

Using the condition on the generating dictionary we obtain $\left\|\Phi D_{\sqrt{\pi}}\right\| \leq\left\|\Phi D_{\sqrt{\pi \cdot \beta}}\right\| \cdot\left\|D_{\sqrt{\beta}}^{-1}\right\| \leq$ $\gamma \underline{\alpha} \nu /(4 C)$ and $\mu(\Phi) \leq \mu_{\sqrt{\beta}}(\Phi) \cdot \underline{\beta}^{-1 / 2} \leq \underline{\alpha} \gamma \nu^{2} /(4 C)$. In the first regime, where $\delta>\delta_{0}$, we can employ a similar approach as for $\left\|\Psi D_{\sqrt{\pi}}\right\|$ and $\mu(\Psi)$. In the second regime, $\delta \leq \delta_{0} \leq$ $\underline{\alpha} \gamma \nu^{2} /(C-1)$, we have to bound $\left\|\Psi D_{\sqrt{\pi}}\right\|$ and $\mu(\Psi)$ in a different manner

$$
\begin{align*}
&\left\|\Psi D_{\sqrt{\pi}}\right\| \leq\left\|\Phi D_{\sqrt{\pi \cdot \beta}}\right\| \cdot \underline{\beta}^{-1 / 2}+\left\|(\Psi-\Phi) D_{\sqrt{\pi \cdot \beta}}\right\| \cdot \underline{\beta}^{-1 / 2} \\
& \leq\left\|\Phi D_{\sqrt{\pi \cdot \beta}}\right\| \cdot \underline{\beta}^{-1 / 2}+\delta \leq \underline{\alpha} \gamma \nu \cdot\left(\frac{1}{4 C}+\frac{\nu}{C-1}\right) \leq \underline{\alpha} \gamma \nu / C  \tag{63}\\
& \mu(\Psi)=\max _{i \neq j}\left|\left\langle\psi_{i}, \psi_{j}\right\rangle\right| \\
& \leq \max _{i \neq j}\left(\left|\left\langle\phi_{i}, \phi_{j}\right\rangle\right| \beta_{j}^{1 / 2}+\left|\left\langle\phi_{i}, \psi_{j}-\phi_{j}\right\rangle\right| \beta_{j}^{1 / 2}+\beta_{i}^{1 / 2}\left|\left\langle\psi_{i}-\phi_{i}, \psi_{j}\right\rangle\right|\right) \cdot \underline{\beta}^{-1 / 2} \\
& \leq \mu_{\sqrt{\beta}}(\Phi) \cdot \underline{\beta}^{-1 / 2}+2 \delta \leq \frac{9}{4} \cdot \nu^{2} / C \tag{64}
\end{align*}
$$

With these bounds and $\vartheta=1 / 4$ we obtain $2 \log \left(n K \rho / \delta_{*}\right)$ as a lower bound for the exponent, which results in $\mathbb{P}\left(\mathcal{F}_{\Phi}^{c} \cup \mathcal{F}_{\Psi}^{c}\right) \leq 512 K\left(\delta_{*} /(n \rho K)\right)^{2}$. We recall that $n \geq 130$ and put all bounds together, to obtain our desired bound

$$
\mathbb{P}\left(\mathcal{H}^{c}\right) \cdot 2 \rho+\mathbb{P}\left(\mathcal{G}^{c}\right) \cdot \rho \leq 522 K \rho\left(\frac{\delta_{*}}{n \rho K}\right)^{2} \leq \frac{\delta_{*}}{32}
$$

We note that in Lemma 4 the bound on the probability that thresholding recovers the correct support in (57) is quite rough similar as in [24]. This can be optimized, for instance by defining

$$
\hat{c}_{\min }:=\min _{i} \frac{c_{i}}{\beta_{i}^{1 / 2}} \quad \text { and } \quad \hat{c}_{\max }:=\max _{i} \frac{c_{i}}{\beta_{i}^{1 / 2}},
$$

and therefore $\hat{\gamma}:=\hat{c}_{\text {min }} / \hat{c}_{\text {max }}$. Unfortunately, we then lose the property that $(\bar{\beta} / \beta)^{1 / 2}$ can be bounded by $\hat{\gamma}^{-1}$ on which we rely in the Lemmas 6 to 9 . For Lemma 6 to Lemma 9 we often use the following corollary from [23, 24].

Corollary $5([23,,[24])$ Denote by $\mathbb{E}$ the expectation according to the rejective sampling probability with level $S$ and by $\pi \in \mathbb{R}^{K}$ the first order inclusion probabilities of level $S$. Let И be a $K \times K$ matrix with zero diagonal, $W=\left(w_{1} \ldots, w_{K}\right)$ and $V=\left(v_{1}, \ldots, v_{K}\right)$ a pair of $d \times K$ matrices and $\mathcal{G}$ a subset of all supports of size $S$, meaning $\mathcal{G} \subseteq\{I:|I|=S\}$. If $\|\pi\|_{\infty} \leq 1 / 3$, we have

$$
\begin{align*}
\left\|\mathbb{E}\left[D_{\sqrt{\pi}}^{-1} R_{I}^{*} U_{I, I} R_{I} D_{\sqrt{\pi}}^{-1}\right]\right\| & \leq 3 \cdot\left\|D_{\sqrt{\pi}} U D_{\sqrt{\pi}}\right\|,  \tag{a}\\
\| \mathbb{E}\left[D_{\sqrt{\pi}}^{-1} R_{I}^{*} U_{I, I} h_{I, I}^{*} R_{I} D_{\sqrt{\pi}}^{-1}\right] & \leq \frac{9}{2} \cdot\left\|D_{\sqrt{\pi}} И D_{\sqrt{\pi}}\right\|^{2}+\frac{3}{2} \cdot \max _{k}\left\|e_{k}^{*} U D_{\sqrt{\pi}}\right\|^{2},  \tag{b}\\
\left\|\mathbb{E}\left[W R_{I}^{*} R_{I} V^{*} \cdot \mathbb{1}_{I}(\ell) \mathbb{1}_{\mathcal{G}}(I)\right]\right\| & \leq \pi_{\ell} \cdot\left(\left\|W D_{\sqrt{\pi}}\right\| \cdot\left\|V D_{\sqrt{\pi}}\right\|+\left\|w_{\ell}\right\| \cdot\left\|v_{\ell}\right\|\right), \tag{c}
\end{align*}
$$

as well as

$$
\begin{align*}
& \left\|\mathbb{E}\left[D_{\sqrt{\pi}}^{-1} \mathbb{I}_{\ell^{c}} R_{I}^{*} U_{I, I} U_{I, I}^{*} R_{I} \mathbb{I}_{\ell_{c}} D_{\sqrt{\pi}}^{-1} \cdot \mathbb{1}_{I}(\ell)\right]\right\| \\
& \leq \frac{3}{2} \cdot \pi_{\ell} \cdot\left(3 \cdot\left\|D_{\sqrt{\pi}} И e_{\ell}\right\|^{2}+\max _{k} U_{k \ell}^{2}+\frac{9}{2} \cdot\left\|D_{\sqrt{\pi}} U D_{\sqrt{\pi}}\right\|^{2}+\frac{3}{2} \cdot \max _{k}\left\|e_{k}^{*} U D_{\sqrt{\pi}}\right\|^{2}\right) . \tag{d}
\end{align*}
$$

Now we are ready to prove the first of the four inequalities used in the proof of the main theorem.

Lemma 6 Given the conditions stated in Theorem 3, we have

$$
\mathbb{P}\left(\left\|\left(D_{\sqrt{\pi \beta}}\right)^{-1} A\left(D_{\sqrt{\pi \beta} \cdot \alpha}\right)^{-1}-\mathbb{I}\right\|>\Delta / 8\right) \leq(d+K) \exp \left(-\frac{N(\Delta / 16)^{2}}{2 \rho^{2}+\rho \Delta / 16}\right) .
$$

Proof The fundamental idea behind the proof is to rewrite $\left(D_{\sqrt{\pi \beta})^{-1}} A\left(D_{\sqrt{\pi i} \cdot \alpha}\right)^{-1}-\mathbb{I}\right.$ as $N^{-1} \sum_{n} \hat{Y}_{n}$ and apply the matrix Bernstein inequality, restated in Theorem11. Therefore the matrices $\hat{Y}_{n}$ need to be independent and $\left\|\hat{Y}_{n}\right\|$ as well as $\left\|\mathbb{E}\left[\hat{Y}_{n}\right]\right\|$ must be bounded. In order to define such $\hat{Y}_{n}$ we first recall that $A=N^{-1} \sum_{n=1}^{N} x_{n} \hat{x}_{n}^{*}$ for well behaved $\hat{x}_{n}$. By the algorithm the norm of the estimated coefficients have to be smaller than the signals times $\kappa$ or are set to zero. Hence we define the set of all stable supports as $\mathcal{B}(v):=\left\{I:\left\|\Psi_{I}^{\dagger} v\right\| \leq\right.$ $\kappa\|v\|\}$ for $v \in \mathbb{R}^{d}$. We denote by $\hat{I}_{n}$ the set determined by the thresholding algorithm and define

$$
\begin{equation*}
\hat{Y}_{n}:=\left(D_{\sqrt{\pi / \beta}}\right)^{-1} R_{\hat{I}_{n}}^{*} x_{\hat{I}_{n}} y_{n}^{*}\left(\Psi_{\hat{I}_{n}}^{\dagger}\right)^{*} R_{\hat{I}_{n}}\left(D_{\sqrt{\pi \beta \beta} \cdot \alpha}\right)^{-1} \cdot \mathbb{1}_{\mathcal{B}\left(y_{n}\right)}\left(\hat{I}_{n}\right)-\mathbb{I} . \tag{65}
\end{equation*}
$$

The matrices $\hat{Y}_{n}$ are indeed independent, since each $\hat{Y}_{n}$ only depends on the signal $y_{n}$. We continue with deriving a suitable bound for $\left\|\hat{Y}_{n}\right\|$ and $\left\|\mathbb{E}\left[\hat{Y}_{n}\right]\right\|$. Since in the algorithm
large estimated coefficients are eliminated, we can use that $\left\|\hat{x}_{n}\right\| \leq \kappa\left\|y_{n}\right\|$ and $\left\|y_{n}\right\| \leq$ $\left|I_{n}\right| \cdot\left\|x_{n}\right\|_{\infty} \leq S c_{\max }$. This yields

$$
\begin{equation*}
\left\|\hat{Y}_{n}\right\| \leq \kappa S^{2} c_{\max }^{2}\left\|D_{\beta}^{-1}\right\|\left\|D_{\alpha}^{-1}\right\|\left\|D_{\sqrt{\pi}}^{-1}\right\|+1 \leq \rho \underline{\alpha \pi}+1 \leq \rho / 2=: r \tag{66}
\end{equation*}
$$

where we employed from (18) that $\rho=2 \kappa^{2} S^{2} \gamma^{-2} \underline{\alpha}^{-2} \underline{\pi}^{-3 / 2}$ and $\underline{\pi}<1 / 3$. The bound on $\left\|\mathbb{E}\left[\hat{Y}_{n}\right]\right\|$ entails a more complex approach. First we want to replace the estimated support $\hat{I}_{n}$ with the correct support $I_{n}$ and define

$$
\begin{equation*}
Y_{n}:=\left(D_{\sqrt{\pi \cdot \beta}}\right)^{-1} R_{I_{n}}^{*} x_{I_{n}} y_{n}^{*}\left(\Psi_{I_{n}}^{\dagger}\right)^{*} R_{I_{n}}\left(D_{\sqrt{\pi \cdot \beta} \cdot \alpha}\right)^{-1} \cdot \mathbb{1}_{\mathcal{B}\left(y_{n}\right)}\left(I_{n}\right)-\operatorname{diag}\left(\mathbf{1}_{I_{n}}\right) D_{\pi}^{-1} \tag{67}
\end{equation*}
$$

Note that we have

$$
\begin{equation*}
\left\|Y_{n}\right\| \leq \kappa S^{2} c_{\max }^{2} \underline{\pi}^{-1} \underline{\alpha}^{-1} \underline{\beta}^{-1}+\underline{\pi}^{-1} \leq \rho / 2=r \tag{68}
\end{equation*}
$$

Recalling that $\mathcal{H}$ is the set, where thresholding recovers the correct support, and since $\mathbb{I}=\mathbb{E}\left[\operatorname{diag}\left(\mathbf{1}_{I_{n}}\right) D_{\pi}^{-1}\right]$, we see that the left parts of $Y_{n}$ and $\hat{Y}_{n}$ coincide on $\mathcal{H}$ and the right part coincide in expectation. For the rest of the proof we simplify matters by omitting the index $n$, since each signal shares the same distribution. We recall that $\mathcal{G}$ is the set, where $\Phi_{I}$ and $\Psi_{I}$ are well conditioned, to get

$$
\begin{align*}
\|\mathbb{E}[\hat{Y}]\| \leq\|\mathbb{E}[\hat{Y}-Y]\|+\|\mathbb{E}[Y]\| & \leq \mathbb{P}\left(\mathcal{H}^{c}\right) \cdot 2 r+\left\|\mathbb{E}\left[\mathbb{1}_{\mathcal{G}^{c}}(I) Y\right]\right\|+\left\|\mathbb{E}\left[\mathbb{1}_{\mathcal{G}}(I) Y\right]\right\| \\
& \leq \mathbb{P}\left(\mathcal{H}^{c}\right) \cdot 2 r+\mathbb{P}\left(\mathcal{G}^{c}\right) \cdot r+\left\|\mathbb{E}\left[\mathbb{1}_{\mathcal{G}}(I) Y\right]\right\| \tag{69}
\end{align*}
$$

Using the singular value decomposition and the fact that $\left\|\Psi_{I}^{*} \Psi_{I}-\mathbb{I}_{S}\right\| \leq \vartheta$ on $\mathcal{G}$ we get for $I \in \mathcal{G}$ that $\left\|\Psi_{I}^{\dagger} y\right\| \leq(1-\vartheta)^{-1 / 2} \cdot\|y\| \leq \kappa\|y\|$. This implies that $\mathcal{G} \subseteq \mathcal{B}(y)$ and therefore $\mathbb{1}_{\mathcal{B}(y)} \mathbb{1}_{\mathcal{G}}=\mathbb{1}_{\mathcal{G}}$. We recall the notation $\dot{M}:=M D_{\sqrt{\beta}}$ to show that

$$
\begin{align*}
\mathbb{E}\left[x_{I} y^{*}\right] & =\mathbb{E}_{I, \sigma, c}\left[x_{I} x_{I} \Phi_{I}^{*}\right] \\
& =\mathbb{E}_{I}\left[R_{I} \mathbb{E}_{\sigma, c}\left[x x^{*}\right] \cdot R_{I}^{*} \Phi_{I}^{*}\right]=\mathbb{E}_{I}\left[\left(D_{\beta}\right)_{I, I} \Phi_{I}^{*}\right]=\mathbb{E}_{I}\left[\left(D_{\sqrt{\beta}}\right)_{I, I} \dot{\Phi}_{I}^{*}\right] \tag{70}
\end{align*}
$$

Further, we have

$$
\begin{aligned}
\left(\Psi_{I}^{\dagger}\right)^{*}\left(D_{\sqrt{\beta}}\right)_{I, I}^{-1} & =\left(\left(\Psi_{I}^{*} \Psi_{I}\right)^{-1} \Psi_{I}\right)^{*}\left(D_{\sqrt{\beta}}\right)_{I, I}^{-1} \\
& =\Psi_{I}\left(D_{\sqrt{\beta}}\right)_{I, I}\left(D_{\sqrt{\beta}}\right)_{I, I}^{-1}\left(\Psi_{I}^{*} \Psi_{I}\right)^{-1}\left(D_{\sqrt{\beta}}\right)_{I, I}^{-1}=\dot{\Psi}_{I}\left(\dot{\Psi}_{I}^{*} \dot{\Psi}_{I}\right)^{-1}
\end{aligned}
$$

We define $\mathbb{E}_{\mathcal{G}}[f(I)]:=\mathbb{E}_{I}\left[\mathbb{1}_{\mathcal{G}}(I) f(I)\right]$ and use the calculations above to get

$$
\begin{align*}
\left\|\mathbb{E}\left[\mathbb{1}_{\mathcal{G}}(I) Y\right]\right\| & =\| \mathbb{E}_{I}\left[\mathbb{1}_{\mathcal{G}}(I) \cdot \mathbb{E}_{\sigma, c}\left[\left(D_{\sqrt{\pi \cdot \beta}}\right)^{-1} R_{I}^{*} x_{I} y^{*}\left(\Psi_{I}^{\dagger}\right)^{*} R_{I}\left(D_{\sqrt{\pi \cdot \beta} \cdot \alpha}\right)^{-1}-\operatorname{diag}\left(\mathbf{1}_{I}\right) D_{\pi}^{-1}\right] \|\right. \\
& =\left\|\mathbb{E}_{\mathcal{G}}\left[D_{\sqrt{\pi}}^{-1} R_{I}^{*}\left[\dot{\Phi}_{I}^{*} \dot{\Psi}_{I}\left(\dot{\Psi}_{I}^{*} \dot{\Psi}_{I}\right)^{-1}-\left(D_{\alpha}\right)_{I, I}\right] R_{I}\left(D_{\sqrt{\pi} \cdot \alpha}\right)^{-1}\right]\right\| \tag{71}
\end{align*}
$$

Next we rewrite $\dot{\Phi}_{I}^{*} \dot{\Psi}_{I}\left(\dot{\Psi}_{I}^{*} \dot{\Psi}_{I}\right)^{-1}$ with the help of zero diagonal matrices in order to employ Corollary 5. We recall that $Z=\Psi-\Phi$ as well as $\ddot{M}:=D_{\sqrt{\beta}} M D_{\sqrt{\beta}}$ and define the following matrices which have zero diagonal

$$
\begin{aligned}
\ddot{H} & :=D_{\sqrt{\beta}}\left(\mathbb{I}-\Psi^{*} \Psi\right) D_{\sqrt{\beta}}=D_{\beta}-\dot{\Psi}^{*} \dot{\Psi} \\
\mathcal{E} & :=\operatorname{diag}\left(Z^{*} \Psi\right)=\mathbb{I}-\operatorname{diag}\left(\Phi^{*} \Psi\right)=\mathbb{I}-D_{\alpha} \\
И & :=(\Psi \mathcal{E}-Z)^{*} \Psi=\left(\Phi \mathcal{E}-Z D_{\alpha}\right)^{*} \Psi=\left(\Phi-\Psi D_{\alpha}\right)^{*} \Psi \\
\ddot{U} & :=D_{\sqrt{\beta}} И D_{\sqrt{\beta}}=(\dot{\Psi} \mathcal{E}-\dot{Z})^{*} \dot{\Psi}
\end{aligned}
$$

Using that

$$
\begin{equation*}
\mathbb{I}_{S}=\left(\left(D_{\beta}\right)_{I, I}-\left(\dot{\Psi}_{I}^{*} \dot{\Psi}_{I}\right)+\left(\dot{\Psi}_{I}^{*} \dot{\Psi}_{I}\right)\right)\left(D_{\beta}\right)_{I, I}^{-1}=\left(\ddot{H}_{I, I}+\dot{\Psi}_{I}^{*} \dot{\Psi}_{I}\right)\left(D_{\beta}\right)_{I, I}^{-1}, \tag{72}
\end{equation*}
$$

we can write

$$
\begin{align*}
\dot{\Phi}_{I}^{*} \dot{\Psi}_{I}\left(\dot{\Psi}_{I}^{*} \dot{\Psi}_{I}\right)^{-1} & =\left(\dot{\Psi}_{I}^{*}-\dot{Z}_{I}^{*}\right) \dot{\Psi}_{I}\left(\dot{\Psi}_{I}^{*} \dot{\Psi}_{I}\right)^{-1}=\mathbb{I}_{S}-\dot{Z}_{I}^{*} \dot{\Psi}_{I}\left(\dot{\Psi}_{I}^{*} \dot{\Psi}_{I}\right)^{-1} \\
& =\left(D_{\alpha}\right)_{I, I}+\mathcal{E}_{I, I} \dot{\Psi}_{I}^{*} \dot{\Psi}_{I}\left(\dot{\Psi}_{I}^{*} \dot{\Psi}_{I}\right)^{-1}-\dot{Z}_{I}^{*} \dot{\Psi}_{I}\left(\dot{\Psi}_{I}^{*} \dot{\Psi}_{I}\right)^{-1} \\
& =\left(D_{\alpha}\right)_{I, I}+\ddot{U}_{I, I}\left(\dot{\Psi}_{I}^{*} \dot{\Psi}_{I}\right)^{-1} \cdot \mathbb{I}_{S}  \tag{74a}\\
& =\left(D_{\alpha}\right)_{I, I}+\ddot{U}_{I, I}\left(D_{\beta}^{-1}\right)_{I, I}+\ddot{U}_{I, I}\left(\dot{\Psi}_{I}^{*} \dot{\Psi}_{I}\right)^{-1} \ddot{H}_{I, I}\left(D_{\beta}^{-1}\right)_{I, I} . \tag{74b}
\end{align*}
$$

Observing that for any $I$, we have $\left\|\ddot{U}_{I, I}\right\| \leq\left\|(\dot{\Psi} \mathcal{E}-\dot{Z})_{I}\right\| \cdot\left\|\dot{\Psi}_{I}\right\| \leq \bar{\beta} \cdot \varepsilon \sqrt{S} \cdot \sqrt{S}<2 S$ and therefore $\left\|\ddot{И}_{I, I} R_{I}\left(D_{\sqrt{\pi} \alpha}\right)^{-1}\right\| \leq \rho / 2=r$ we get that $\left.\left\|\mathbb{E}\left[\mathbb{1}_{\mathcal{G}}(I) \cdot \ddot{\Pi}_{I, I} R_{I}\left(D_{\sqrt{\pi} \alpha}\right)^{-1}\right]\right\| \leq \mathbb{P}\left(\mathcal{G}^{c}\right)\right] \cdot r$. We substitute (74b) into (71) and use the bound established above to obtain

$$
\begin{align*}
& \|\mathbb{E}[\hat{Y}]\| \leq\left[2 \mathbb{P}\left(\mathcal{H}^{c}\right)+\mathbb{P}\left(\mathcal{G}^{c}\right)\right] \cdot r+\left\|\mathbb{E}_{\mathcal{G}}\left[D_{\sqrt{\pi}}^{-1} R_{I}^{*}\left(\ddot{И}_{I, I}+\ddot{И}_{I, I}\left(\dot{\Psi}_{I}^{*} \dot{\Psi}_{I}\right)^{-1} \ddot{H}_{I, I}\right) R_{I}\left(D_{\sqrt{\pi} \cdot \beta \cdot \alpha}\right)^{-1}\right]\right\| \\
& \leq\left[2 \mathbb{P}\left(\mathcal{H}^{c}\right)+\mathbb{P}\left(\mathcal{G}^{c}\right)\right] \cdot r+\mathbb{P}\left(\mathcal{G}^{c}\right) \cdot r+\left\|\mathbb{E}\left[D_{\sqrt{\pi}}^{-1} R_{I}^{*} \ddot{U}_{I, I} R_{I}\left(D_{\sqrt{\pi} \cdot \beta \cdot \alpha}\right)^{-1}\right]\right\| \\
& +\left\|\mathbb{E}_{\mathcal{G}}\left[D_{\sqrt{\pi}}^{-1} R_{I}^{*} \ddot{प}_{I, I}\left(\dot{\Psi}_{I}^{*} \dot{\Psi}_{I}\right)^{-1} \ddot{H}_{I, I} R_{I}\left(D_{\sqrt{\pi} \cdot \beta \cdot \alpha}\right)^{-1}\right]\right\| \\
& \leq\left[2 \mathbb{P}\left(\mathcal{H}^{c}\right)+\mathbb{P}\left(\mathcal{G}^{c}\right)\right] \cdot \rho \underline{\alpha}+\left\|\mathbb{E}\left[D_{\sqrt{\pi}}^{-1} R_{I}^{*} \ddot{U}_{I, I} R_{I}\left(D_{\sqrt{\pi}}\right)^{-1}\right]\right\| \cdot\left\|D_{\alpha}^{-1}\right\| \cdot\left\|D_{\beta}^{-1}\right\| \\
& +\left\|\mathbb{E}_{\mathcal{G}}\left[D_{\sqrt{\pi}}^{-1} R_{I}^{*} \ddot{И}_{I, I}\left(\dot{\Psi}_{I}^{*} \dot{\Psi}_{I}\right)^{-1} \ddot{H}_{I, I} R_{I}\left(D_{\sqrt{\pi} \beta}\right)^{-1}\right]\right\| \cdot\left\|D_{\alpha}^{-1}\right\| \cdot\left\|D_{\sqrt{\beta}}^{-1}\right\| . \tag{75}
\end{align*}
$$

Now we have made all the necessary preparations to apply Corollary 5. Beginning with the first expectation, Corollary 5(a) gets us

$$
\begin{align*}
\left\|\mathbb{E}\left[D_{\sqrt{\pi}}^{-1} R_{I}^{*} \ddot{U}_{I, I} R_{I}\left(D_{\sqrt{\pi}}\right)^{-1}\right]\right\| & \leq 3 \cdot\left\|D_{\sqrt{\pi}} \ddot{U} D_{\sqrt{\pi}}\right\| \\
& \leq 3 \cdot\left(\left\|\Phi D_{\sqrt{\pi} \beta}\right\| \cdot \varepsilon^{2} / 2+\left\|Z D_{\sqrt{\pi} \beta}\right\|\right) \cdot\left\|\Psi D_{\sqrt{\pi} \cdot \beta}\right\|, \tag{76}
\end{align*}
$$

where the second inequality is proven in (121) in the appendix. For the second expectation in (75) we need the following bounds below, which are again addressed in the appendix, that is inequalities (124) and (127), yielding

$$
\begin{align*}
& \left\|\mathbb{E}\left[D_{\sqrt{\pi}}^{-1} R_{I}^{*} \ddot{U}_{I, I} \ddot{U}_{I, I}^{*} R_{I} D_{\sqrt{\pi}}^{-1}\right]\right\|^{\frac{1}{2}} \leq\left(3\left\|Z D_{\sqrt{\pi \beta} \beta}\right\|+3 \varepsilon \bar{\beta}^{1 / 2}\right) \cdot\left\|\Psi D_{\sqrt{\pi \beta}}\right\|,  \tag{77}\\
& \left\|\mathbb{E}\left[\left(D_{\sqrt{\pi \beta}}\right)^{-1} R_{I}^{*} \ddot{H}_{I, I} \ddot{H}_{I, I} R_{I}\left(D_{\sqrt{\pi \beta} \beta}\right)^{-1}\right]\right\|^{\frac{1}{2}} \leq \sqrt{2} \cdot\left\|\Psi D_{\sqrt{\pi \beta}}\right\| . \tag{78}
\end{align*}
$$

Using that $\left\|\mathbb{I}_{S}-\Psi_{I}^{*} \Psi_{I}\right\| \leq \vartheta \leq 1 / 4<1$ and the Neumann series results in

$$
\begin{align*}
\left\|\left(\dot{\Psi}_{I}^{*} \dot{\Psi}_{I}\right)^{-1}\right\| \leq \underline{\beta}^{-1} \cdot\left\|\left(\Psi_{I}^{*} \Psi_{I}\right)^{-1}\right\| & =\underline{\beta}^{-1} \cdot\left\|\sum_{k \geq 0}\left(\mathbb{I}_{S}-\Psi_{I}^{*} \Psi_{I}\right)^{k}\right\| \\
& \leq \underline{\beta}^{-1} \cdot \sum_{k \geq 0} \vartheta^{k}=\underline{\beta}^{-1} \cdot \frac{1}{1-\vartheta} \leq \frac{4}{3} \cdot \underline{\beta}^{-1} . \tag{79}
\end{align*}
$$

We apply Lemma 13 from the appendix to the second expectation in (75) and use the three bounds which we have established so far to get

$$
\begin{align*}
& \left\|\mathbb{E}_{\mathcal{G}}\left[D_{\sqrt{\pi}}^{-1} R_{I}^{*} \ddot{И}_{I, I} \cdot\left(\dot{\Psi}_{I}^{*} \dot{\Psi}_{I}\right)^{-1} \cdot \ddot{H}_{I, I} R_{I}\left(D_{\sqrt{\pi} \beta}\right)^{-1}\right] \cdot\right\| D_{\sqrt{\beta}}^{-1} \| \\
& \leq \| \mathbb{E}\left[D _ { \sqrt { \pi } } ^ { - 1 } R _ { I } ^ { * } \ddot { U } _ { I , I } \ddot { प } _ { I , I } ^ { * } R _ { I } D _ { \sqrt { \pi } } ^ { - 1 } \| ^ { \frac { 1 } { 2 } } \cdot 4 / 3 \cdot \underline { \beta } ^ { - 3 / 2 } \cdot \| \mathbb { E } \left[\left(D_{\sqrt{\pi \beta \beta}}\right)^{-1} R_{I}^{*} \ddot{H}_{I, I} \ddot{H}_{I, I} R_{I}\left(D_{\sqrt{\pi \beta}}\right)^{-1} \|^{\frac{1}{2}}\right.\right. \\
& \leq\left(3 \cdot\left\|Z D_{\sqrt{\pi} \beta}\right\|+3 \cdot \varepsilon \bar{\beta}^{1 / 2}\right) \cdot\left\|\Psi D_{\sqrt{\pi \beta}}\right\| \cdot 4 / 3 \cdot \underline{\beta}^{-3 / 2} \cdot \sqrt{2} \cdot\left\|\Psi D_{\sqrt{\pi \beta}}\right\| \\
& \leq 6 \cdot \underline{\beta}^{-3 / 2} \cdot\left(\left\|Z D_{\sqrt{\pi} ; \beta}\right\|+\varepsilon \underline{\beta}^{1 / 2} \gamma^{-1}\right) \cdot\left\|\Psi D_{\sqrt{\pi} \cdot \beta}\right\|^{2}, \tag{80}
\end{align*}
$$

where in the last inequality we used the fact that $(\bar{\beta} / \underline{\beta})^{1 / 2} \leq c_{\max } / c_{\min }=\gamma^{-1}$. Plugging (76) and 80 ) into $\sqrt{75}$ leads to

$$
\begin{align*}
\|\mathbb{E}[\hat{Y}]\| \leq\left[\mathbb{P}\left(\mathcal{H}^{c}\right)+\mathbb{P}\left(\mathcal{G}^{c}\right)\right] \cdot \rho \underline{\alpha} & +3 \cdot \underline{\alpha}^{-1} \underline{\beta}^{-1} \cdot\left(\left\|\Phi D_{\sqrt{\pi \cdot \beta}}\right\| \cdot \varepsilon^{2} / 2+\left\|Z D_{\sqrt{\pi \beta} \boldsymbol{\beta}}\right\|\right) \cdot\left\|\Psi D_{\sqrt{\pi \beta} \boldsymbol{\beta}}\right\| \\
& +6 \cdot \underline{\alpha}^{-1} \underline{\beta}^{-3 / 2} \cdot\left(\left\|Z D_{\sqrt{\pi \cdot \beta}}\right\|+\varepsilon \underline{\beta}^{1 / 2} \gamma^{-1}\right) \cdot\left\|\Psi D_{\sqrt{\pi} ;}\right\|^{2} \tag{81}
\end{align*}
$$

In order to apply the assumptions of Theorem 3 we consider the two cases, $\delta>\delta_{\circ}$ and $\delta \leq \delta_{0}$, separately. In the first regime (20) we have that $\max \left\{\left\|\Phi D_{\sqrt{\pi \beta} \boldsymbol{\beta}}\right\|,\left\|\Psi D_{\sqrt{\pi \beta \beta}}\right\|\right\} \leq \underline{\alpha} \gamma \nu \underline{\beta}^{1 / 2} /(4 C)$, and hence $\left\|Z D_{\sqrt{\pi \cdot \beta}}\right\| \leq \underline{\alpha} \gamma \nu \underline{\beta}^{1 / 2} /(2 C)$. Furthermore we use that $\varepsilon \leq \sqrt{2}$ and $\nu \leq \overline{1} / 3$. Using these conditions and the probability bound from Lemma 4 leads to

$$
\begin{align*}
\|\mathbb{E}[\hat{Y}]\| & \leq \underline{\alpha} \delta_{*} / 32+\underline{\alpha}^{-1} \underline{\beta}^{-1} \cdot 9 \cdot\left(\frac{\underline{\alpha} \gamma \nu \underline{\beta}^{1 / 2}}{4 C}\right)^{2} \\
& +6 \cdot \underline{\alpha}^{-1} \underline{\beta}^{-3 / 2} \cdot\left(\frac{\bar{\beta}^{1 / 2}}{2 C}+\sqrt{2} \gamma^{-1} \underline{\beta}^{1 / 2}\right) \cdot\left(\frac{\underline{\alpha} \gamma \nu \underline{\beta}^{1 / 2}}{4 C}\right)^{2} \\
& \leq \underline{\alpha} \delta_{*} / 32+18 /(16 C) \cdot \underline{\alpha} \cdot \gamma \nu^{2} / C \leq \underline{\alpha} \cdot \Delta / 16 . \tag{82}
\end{align*}
$$

Before we bound $\|\mathbb{E}[\hat{Y}]\|$ in the second regime (21), we note that for all $i \in[K]$ we get

$$
\begin{equation*}
\left\|\psi_{i}-\phi_{i}\right\| \leq\left\|\psi_{i}-\phi_{i}\right\| \cdot \beta_{i}^{1 / 2} / \underline{\beta}^{1 / 2}=\left\|\left(\psi_{i}-\phi_{i}\right) \beta_{i}^{1 / 2}\right\| \cdot \underline{\beta}^{-1 / 2} \tag{83}
\end{equation*}
$$

and hence $\varepsilon \leq \delta$. For the second regime where $\delta \leq \delta_{0}$, we have as above $\varepsilon \leq \sqrt{2}$ and $\nu \leq 1 / 3$. We further use the assumption $\left\|\Phi D_{\sqrt{\pi \beta} \beta}\right\| \leq \underline{\alpha} \gamma \nu \beta^{1 / 2} /(4 C)$, while due to (63) and (10) we have $\left\|\Psi D_{\sqrt{\pi \beta} \boldsymbol{\beta}}\right\| \leq \underline{\alpha} \gamma \nu \underline{\beta}^{1 / 2} / C$ and $\left\|Z D_{\sqrt{\pi \beta} \beta}\right\| \leq \delta \underline{\beta}^{1 / 2}$. So we get

$$
\begin{align*}
& \|\mathbb{E}[\hat{Y}]\| \leq\left[\mathbb{P}\left(\mathcal{H}^{c}\right)+\mathbb{P}\left(\mathcal{G}^{c}\right)\right] \cdot \rho \underline{\alpha}+\underline{\alpha}^{-1} \underline{\beta}^{-1} \cdot 3\left(\left\|\Phi D_{\sqrt{\pi \cdot \beta}}\right\| \varepsilon^{2} / 2+\left\|Z D_{\sqrt{\pi / \beta}}\right\|\right) \cdot\left\|\Psi D_{\sqrt{\pi \cdot \beta}}\right\| \\
& +\underline{\alpha}^{-1} \cdot 6 \underline{\beta}^{-3 / 2} \cdot\left(\left\|Z D_{\sqrt{\pi \beta} \beta}\right\|+\varepsilon \underline{\beta}^{1 / 2} \gamma^{-1}\right) \cdot\left\|\Psi D_{\sqrt{\pi \beta}}\right\|^{2} \\
& \leq \underline{\alpha} \delta_{*} / 32+\underline{\alpha}^{-1} \underline{\beta}^{-1} \cdot 3\left(\underline{\alpha} \gamma \nu \underline{\beta}^{1 / 2} /(4 C) \cdot \delta / \sqrt{2}+\delta \underline{\beta}^{1 / 2}\right) \cdot \underline{\alpha} \gamma \nu \underline{\beta}^{1 / 2} / C \\
& +6 \underline{\alpha}^{-1} \underline{\beta}^{-3 / 2} \cdot\left(\delta \underline{\beta}^{1 / 2}+\delta \underline{\beta}^{1 / 2} \gamma^{-1}\right) \cdot\left(\underline{\alpha} \gamma \nu \underline{\beta}^{1 / 2} / C\right)^{2} \\
& \leq \underline{\alpha} \delta_{*} / 32+32 /(16 C) \cdot \delta \leq \Delta / 16 . \tag{84}
\end{align*}
$$

Finally, we completed all necessary steps, in order to apply Bernstein's inequality 11. By choosing $t=m=\Delta / 16$ and $r=\rho / 2$ and performing a few simplifications we get the desired bound.

In Lemma 6] we obtained a better bound in comparison to its counterpart in [24]. In order to see this, we assume that the coefficient sequence $c$ is i.i.d. We will denote the distance between the dictionary elements in [24] as

$$
\hat{\delta}(\Psi, \Phi):=\max \left\{\left\|(\Psi-\Phi) D_{\sqrt{\pi}}\right\|,\|\Psi-\Phi\|_{2,1}\right\}
$$

Since the coefficient sequence $c$ is i.i.d we obtain $\underline{\beta}^{1 / 2}=\left\|D_{\sqrt{\beta}}\right\|$ and thus $\delta=\hat{\delta}$. Hence we can compare Lemma 6 with [24]. The lemma in [24] yields

$$
\left\|\Phi A\left(D_{\sqrt{\pi} \cdot \beta \cdot \alpha}\right)^{-1}-\Phi D_{\sqrt{\pi}}\right\| \leq \frac{\alpha \Delta}{8} .
$$

If we want to bound the same via $\sqrt{19}$ and Lemma 6 we get

$$
\begin{aligned}
\left\|\Phi A\left(D_{\sqrt{\pi} \cdot \beta \cdot \alpha}\right)^{-1}-\Phi D_{\sqrt{\pi}}\right\| & \leq\left\|\Phi D_{\sqrt{\pi \cdot \beta}}\right\| \cdot\left\|\left(D_{\sqrt{\pi} \cdot \beta}\right)^{-1} A\left(D_{\sqrt{\pi} \cdot \beta \cdot \alpha}\right)^{-1}-\mathbb{I}\right\| \cdot\left\|D_{\sqrt{\beta}}^{-1}\right\| \\
& \leq \frac{\alpha \gamma \nu \underline{\beta}^{1 / 2}}{4 C} \cdot \frac{\Delta}{8} \cdot \underline{\beta}^{-1 / 2}=\frac{\alpha}{4 C} \cdot \frac{\Delta}{8}
\end{aligned}
$$

We continue with the proof of the second inequality in 26 .
Lemma 7 Given the conditions stated in Theorem 3, we have

$$
\mathbb{P}\left(\left\|\left(D_{\sqrt{\pi \cdot \beta} \cdot \alpha}\right)^{-1} B\left(D_{\sqrt{\pi \cdot \beta} \cdot \alpha}\right)^{-1}-\mathbb{I}\right\|>\frac{\Delta}{4 \gamma}\right) \leq 2 K \exp \left(-\frac{N(\Delta / 16)^{2}}{2 \rho^{2}+\rho \Delta / 16}\right)
$$

Proof We closely adhere to the method used in the previous proof by rewriting the matrix $\left(D_{\sqrt{\pi \cdot \beta} \cdot \alpha}\right)^{-1} B\left(D_{\sqrt{\pi \cdot \beta} \cdot \alpha}\right)^{-1}-\mathbb{I}$ to $N^{-1} \sum_{n} \hat{Y}_{n}$, where the matrices $\hat{Y}_{n}$ are independent and $\left\|\hat{Y}_{n}\right\|$ as well as $\left\|\mathbb{E}\left[\hat{Y}_{n}\right]\right\|$ are bounded. Then we can apply the matrix Bernstein inequality and finish the proof. Again we take $\hat{I}_{n}$ to be the set determined by the thresholding and $\mathcal{B}(v):=\left\{I:\left\|\Psi_{I}^{\dagger} v\right\| \leq \kappa\|v\|\right\}$ to be the set of stable supports of $v$. We define

$$
\begin{align*}
\hat{Y}_{n} & :=\left(D_{\sqrt{\pi \cdot \beta} \cdot \alpha}\right)^{-1} R_{\hat{I}_{n}}^{*} \Psi_{\hat{I}_{n}}^{\dagger} y_{n} y_{n}^{*}\left(\Psi_{\hat{I}_{n}}^{\dagger}\right)^{*} R_{\hat{I}_{n}}\left(D_{\sqrt{\pi \cdot \beta} \cdot \alpha}\right)^{-1} \mathbb{1}_{\mathcal{B}\left(y_{n}\right)}\left(\hat{I}_{n}\right)-\mathbb{I} \\
\text { and } Y_{n} & :=\left(D_{\sqrt{\pi \cdot \beta} \cdot \alpha}\right)^{-1} R_{I_{n}}^{*} \Psi_{I_{n}}^{\dagger} y_{n} y_{n}^{*}\left(\Psi_{I_{n}}^{\dagger}\right)^{*} R_{I_{n}}\left(D_{\sqrt{\pi \cdot \beta} \cdot \alpha}\right)^{-1} \mathbb{1}_{\mathcal{B}\left(y_{n}\right)}\left(I_{n}\right)-\operatorname{diag}\left(\mathbf{1}_{I_{n}}\right) D_{\pi}^{-1}, \tag{85}
\end{align*}
$$

which coincide on $\mathcal{H}$ in expectation, since $I_{n} \in \mathcal{H}$ and $\mathbb{E}\left[\operatorname{diag}\left(\mathbf{1}_{I_{n}}\right) D_{\pi}^{-1}\right]=\mathbb{I}$. We can find an upper limit chosen as

$$
\begin{equation*}
\max \left\{\left\|\hat{Y}_{n}\right\|,\left\|Y_{n}\right\|\right\} \leq \kappa^{2} S^{2} c_{\max }^{2}\left\|D_{\beta}^{-1}\right\|\left\|D_{\alpha}^{-2}\right\|\left\|D_{\pi}^{-1}\right\|+\left\|D_{\pi}^{-1}\right\| \leq 3 \rho / 4 \leq 3 \gamma^{-1} \rho / 4=: r \tag{86}
\end{equation*}
$$

where we used that $\rho=2 \kappa^{2} S^{2} \gamma^{-2} \underline{\alpha}^{-2} \underline{\pi}^{-3 / 2}$. So following the same approach as in (69) and omitting the index $n$ leads to

$$
\begin{equation*}
\|\mathbb{E}[\hat{Y}]\| \leq 2 \rho \cdot \mathbb{P}\left(\mathcal{H}^{c}\right)+\rho \cdot \mathbb{P}\left(\mathcal{G}^{c}\right)+\left\|\mathbb{E}\left[1_{\mathcal{G}}(I) Y\right]\right\| \tag{87}
\end{equation*}
$$

For the upcoming steps we want to recall the notation $\dot{M}:=M D_{\sqrt{\beta}}$ as well as $\ddot{M}:=$ $D_{\sqrt{\beta}} M D_{\sqrt{\beta}}$. With the same argument as in (70), where we used that $\mathcal{G} \subseteq \mathcal{B}(y)$, we take the
expectation over ( $\sigma, c$ ) and get

$$
\begin{align*}
& \| \mathbb{E} {\left[1_{\mathcal{G}}(I) Y\right] \| } \\
& \quad=\| \mathbb{E}_{I}\left[\mathbb{1}_{\mathcal{G}}(I) \cdot \mathbb{E}_{\sigma, c}\left[\left(D_{\sqrt{\pi \beta} \cdot} \cdot \alpha\right)^{-1} R_{I}^{*} \Psi_{I}^{\dagger} \Phi_{I} x_{I} x_{I}^{*} \Phi_{I}^{*}\left(\Psi_{I}^{\dagger}\right)^{*} R_{I}\left(D_{\sqrt{\pi \beta} \cdot}\right)^{-1}-\operatorname{diag}\left(\mathbf{1}_{I}\right) D_{\pi}^{-1}\right] \|\right. \\
& \quad=\left\|\mathbb{E}_{\mathcal{G}}\left[\left(D_{\sqrt{\pi} \cdot \beta}\right)^{-1} R_{I}^{*}\left(\Psi_{I}^{\dagger} \dot{\Phi}_{I} \dot{\Phi}_{I}^{*}\left(\Psi_{I}^{\dagger}\right)^{*}-\left(D_{\sqrt{\beta} \cdot \alpha}\right)_{I, I}^{2}\right) R_{I}\left(D_{\sqrt{\pi \beta} \cdot \alpha}\right)^{-1}\right]\right\| \\
& \leq\left\|\mathbb{E}_{\mathcal{G}}\left[\left(D_{\sqrt{\pi} \cdot \alpha}\right)^{-1} R_{I}^{*}\left(\left(D_{\sqrt{\beta}}^{-1}\right)_{I, I} \Psi_{I}^{\dagger} \dot{\Phi}_{I} \dot{\Phi}_{I}^{*}\left(\Psi_{I}^{\dagger}\right)^{*}\left(D_{\sqrt{\beta}}^{-1}\right)_{I, I}-\left(D_{\alpha}\right)_{I I I}^{2}\right) R_{I}\left(D_{\sqrt{\pi} \cdot \alpha}\right)^{-1}\right]\right\| . \tag{88}
\end{align*}
$$

With the help of (74a) we get the following identity

$$
\begin{aligned}
\left(D_{\sqrt{\beta}}^{-1}\right)_{I, I} \Psi_{I}^{\dagger} \dot{\Phi}_{I} \dot{\Phi}_{I}^{*}\left(\Psi_{I}^{\dagger}\right)^{*}\left(D_{\sqrt{\beta}}^{-1}\right)_{I, I}-\left(D_{\alpha}\right)_{I, I}^{2}= & \left(\dot{\Psi}_{I}^{*} \dot{\Psi}_{I}\right)^{-1} \dot{\Psi}^{*} \dot{\Phi}_{I} \dot{\Phi}_{I}^{*} \dot{\Psi}^{( }\left(\dot{\Psi}_{I}^{*} \dot{\Psi}_{I}\right)^{-1}-\left(D_{\alpha}\right)_{I, I}^{2} \\
= & \left(D_{\alpha}\right)_{I, I} \ddot{U}_{I, I}\left(\dot{\Psi}_{I}^{*} \dot{\Psi}_{I}\right)^{-1}+\left(\dot{\Psi}_{I}^{*} \dot{\Psi}_{I}\right)^{-1} \ddot{U}_{I, I}^{*}\left(D_{\alpha}\right)_{I, I} \\
& +\left(\dot{\Psi}_{I}^{*} \dot{\Psi}_{I}\right)^{-1} \ddot{И}_{I, I}^{*} \ddot{U}_{I, I}\left(\dot{\Psi}_{I}^{*} \dot{\Psi}_{I}\right)^{-1} .
\end{aligned}
$$

We plug this into (88) and note that the first term is the transpose of the second term, which gets us

$$
\begin{align*}
&\left\|\mathbb{E}\left[1_{\mathcal{G}}(I) Y\right]\right\| \leq 2 \cdot\left\|\mathbb{E}_{\mathcal{G}}\left[D_{\sqrt{\pi}}^{-1} R_{I}^{*} \ddot{И}_{I, I}\left(\dot{\Psi}_{I}^{*} \dot{\Psi}_{I}\right)^{-1} R_{I} D_{\sqrt{\pi}}^{-1}\right]\right\| \cdot\left\|D_{\alpha}^{-1}\right\| \\
&+\left\|D_{\alpha}^{-1}\right\|^{2} \cdot\left\|\mathbb{E}_{\mathcal{G}}\left[D_{\sqrt{\pi}}^{-1} R_{I}^{*}\left(\dot{\Psi}_{I}^{*} \dot{\Psi}_{I}\right)^{-1} \ddot{U}_{I, I}^{*} \ddot{И}_{I, I}\left(\dot{\Psi}_{I}^{*} \dot{\Psi}_{I}\right)^{-1} R_{I} D_{\sqrt{\pi}}^{-1}\right]\right\| . \tag{90}
\end{align*}
$$

We begin by estimating the first term. For any $I$ we have $\left\|D_{\sqrt{\pi}}^{-1} R_{I}^{*} \ddot{И}_{I, I} R_{I} D_{\sqrt{\pi}}^{-1}\right\| \leq \rho \underline{\alpha}^{2} / 2$. With the same procedure as in (75) and by using the identity $\mathbb{I}_{S}=\left(\dot{\Psi}_{I}^{*} \dot{\Psi}_{I}+\ddot{H}_{I, I}\right)\left(D_{\beta}\right)_{I, I}^{-1}$ as in (72), we obtain

$$
\begin{align*}
& \left\|\mathbb{E}_{\mathcal{G}}\left[D_{\sqrt{\pi}}^{-1} R_{I}^{*} \ddot{U}_{I, I}\left(\dot{\Psi}_{I}^{*} \dot{\Psi}_{I}\right)^{-1} R_{I} D_{\sqrt{\pi}}^{-1}\right]\right\| \\
& \leq\left\|\mathbb{E}_{\mathcal{G}}\left[D_{\sqrt{\pi}}^{-1} R_{I}^{*} \ddot{U}_{I, I}\left(\dot{\Psi}_{I}^{*} \dot{\Psi}_{I}\right)^{-1}\left(\dot{\Psi}_{I}^{*} \dot{\Psi}_{I}+\ddot{H}_{I, I}\right) R_{I}\left(D_{\sqrt{\pi \beta} \beta}\right)^{-1}\right]\right\| \cdot\left\|D_{\sqrt{\beta}}^{-1}\right\| \\
& \leq \mathbb{P}\left(\mathcal{G}^{c}\right) \cdot \rho \underline{\alpha}^{2} / 2+\left\|\mathbb{E}\left[D_{\sqrt{\pi}}^{-1} R_{I}^{*} \ddot{U}_{I, I} R_{I} D_{\sqrt{\pi}}^{-1}\right]\right\| \cdot\left\|D_{\beta}^{-1}\right\| \\
& \quad \quad+\left\|\mathbb{E}_{\mathcal{G}}\left[D_{\sqrt{\pi}}^{-1} R_{I}^{*} \ddot{\bar{U}}_{I, I} \cdot\left(\dot{\Psi}_{I}^{*} \dot{\Psi}_{I}\right)^{-1} \cdot \ddot{H}_{I, I} R_{I}\left(D_{\sqrt{\pi \beta}}\right)^{-1}\right]\right\| \cdot\left\|D_{\sqrt{\beta}}^{-1}\right\| . \tag{91}
\end{align*}
$$

Since we bounded the same expectations in (76) and (80), we get

$$
\begin{aligned}
& \left\|\mathbb{E}_{\mathcal{G}}\left[D_{\sqrt{\pi}}^{-1} R_{I}^{*} \ddot{И}_{I, I}\left(\dot{\Psi}_{I}^{*} \dot{\Psi}_{I}\right)^{-1} R_{I} D_{\sqrt{\pi}}^{-1}\right]\right\| \\
& \leq \mathbb{P}\left(\mathcal{G}^{c}\right) \cdot \rho \underline{\alpha}^{2} / 2+3 \cdot \underline{\beta}^{-1} \cdot\left(\left\|\Phi D_{\sqrt{\pi \beta}}\right\| \cdot \varepsilon^{2} / 2+\left\|Z D_{\sqrt{\pi} \beta}\right\|\right) \cdot\left\|\Psi D_{\sqrt{\pi \cdot \beta}}\right\| \\
& \quad+6 \cdot \underline{\beta}^{-3 / 2} \cdot\left(\left\|Z D_{\sqrt{\pi \beta} \beta}\right\|+\varepsilon \underline{\beta}^{1 / 2} \gamma^{-1}\right) \cdot\left\|\Psi D_{\sqrt{\pi} \beta}\right\|^{2} .
\end{aligned}
$$

Similar to Lemma 6 we distinguish between the cases $\delta>\delta_{\circ}$ and $\delta \leq \delta_{\circ}$. In the first regime we use that $\max \left\{\left\|\Psi D_{\sqrt{\pi} \beta}\right\|,\left\|\Phi D_{\sqrt{\pi} \beta}\right\|\right\} \leq \underline{\alpha} \gamma \nu \underline{\beta}^{1 / 2} /(4 C)$ and thus $\left\|Z D_{\sqrt{\pi \beta} \beta}\right\| \leq \underline{\alpha} \gamma \nu \underline{\beta}^{1 / 2} /(2 C)$. In the second regime, where $\delta \leq \delta_{0}$, we can use $\left\|\Phi D_{\sqrt{\pi} \boldsymbol{\beta}}\right\| \leq \underline{\alpha} \gamma \nu \underline{\beta}^{1 / 2} /(4 C)$, while due to (63) and (10) we have $\left\|\Psi D_{\sqrt{\pi} \beta}\right\| \leq \underline{\alpha} \gamma \nu \underline{\beta}^{1 / 2} / C$ and $\left\|Z D_{\sqrt{\pi \beta} \beta}\right\| \leq \delta \underline{\beta}^{\overline{1} / 2}$. Using that $\nu \leq 1 / 3$
from (58) yields

$$
\begin{aligned}
& \delta>\delta_{\circ}: \quad\left\|\mathbb{E}_{\mathcal{G}}\left[D_{\sqrt{\pi}}^{-1} R_{I}^{*} \ddot{И}_{I, I}\left(\dot{\Psi}_{I}^{*} \dot{\Psi}_{I}\right)^{-1} R_{I} D_{\sqrt{\pi}}^{-1}\right]\right\| \\
& \leq \mathbb{P}\left(\mathcal{G}^{c}\right) \cdot \rho \underline{\alpha}^{2} / 2+\underline{\beta}^{-1} \cdot 9 \cdot\left(\underline{\alpha} \gamma \nu \underline{\beta}^{1 / 2} /(4 C)\right)^{2} \\
& +6 \cdot \underline{\beta}^{-3 / 2} \cdot\left(\underline{\beta}^{1 / 2} /(2 C)+\sqrt{2} \gamma^{-1} \underline{\beta}^{1 / 2}\right) \cdot\left(\underline{\alpha} \gamma \nu \underline{\beta}^{1 / 2} /(4 C)\right)^{2} \\
& \leq \mathbb{P}\left(\mathcal{G}^{c}\right) \cdot \rho \underline{\alpha}^{2} / 2+18 /(16 C) \cdot \underline{\alpha}^{2} \cdot \gamma \nu^{2} / C \\
& \leq \mathbb{P}\left(\mathcal{G}^{c}\right) \cdot \rho \underline{\alpha}^{2} / 2+9 /(8 C) \cdot \underline{\alpha}^{2} \cdot \delta_{\circ}, \\
& \delta \leq \delta_{\circ}: \quad\left\|\mathbb{E}_{\mathcal{G}}\left[D_{\sqrt{\pi}}^{-1} R_{I}^{*} \ddot{प}_{I, I}\left(\dot{\Psi}_{I}^{*} \dot{\Psi}_{I}\right)^{-1} R_{I} D_{\sqrt{\pi}}^{-1}\right]\right\| \\
& \leq \mathbb{P}\left(\mathcal{G}^{c}\right) \cdot \rho \underline{\alpha}^{2} / 2+\underline{\beta}^{-1} \cdot 3 \cdot\left(\underline{\alpha} \gamma \nu \underline{\beta}^{1 / 2} /(4 C) \cdot \delta / \sqrt{2}+\delta \underline{\beta}^{1 / 2}\right) \cdot \underline{\alpha} \gamma \nu \underline{\beta}^{1 / 2} / C \\
& +6 \cdot \underline{\beta}^{-3 / 2} \cdot\left(\delta \underline{\beta}^{1 / 2}+\delta \underline{\beta}^{1 / 2} \gamma^{-1}\right) \cdot\left(\underline{\alpha} \gamma \nu \underline{\beta}^{1 / 2} / C\right)^{2} \\
& \leq \mathbb{P}\left(\mathcal{G}^{c}\right) \cdot \rho \underline{\alpha}^{2} / 2+7 /(4 C) \cdot \underline{\alpha} \cdot \delta,
\end{aligned}
$$

which we can summarise as

$$
\begin{equation*}
\left\|\mathbb{E}_{\mathcal{G}}\left[D_{\sqrt{\pi}}^{-1} R_{I}^{*} \ddot{И}_{I, I}\left(\dot{\Psi}_{I}^{*} \dot{\Psi}_{I}\right)^{-1} R_{I} D_{\sqrt{\pi}}^{-1}\right]\right\| \leq \mathbb{P}\left(\mathcal{G}^{c}\right) \cdot \frac{\rho \underline{\alpha}^{2}}{2}+\frac{7 \underline{\alpha}}{4 C} \cdot \min \left\{\delta_{0}, \delta\right\} \tag{92}
\end{equation*}
$$

For the second term in 90 we need to bound $\left\|\ddot{И}_{I, I}\left(\dot{\Psi}_{I}^{*} \dot{\Psi}_{I}\right)^{-1}\right\|$ in two different ways. Since $I \in \mathcal{G}$ and $И:=(\Psi \mathcal{E}-Z)^{*} \Psi=\left(\Phi \mathcal{E}-Z D_{\alpha}\right)^{*} \Psi=\left(\Phi-\Psi D_{\alpha}\right)^{*} \Psi$ we obtain either

$$
\begin{align*}
\left\|\ddot{\Pi}_{I, I}\left(\dot{\Psi}_{I}^{*} \dot{\Psi}_{I}\right)^{-1}\right\| & =\left\|\left(D_{\sqrt{\beta}}\right)_{I, I}\left(\Phi-\Psi D_{\alpha}\right)_{I}^{*} \Psi_{I}\left(\Psi_{I}^{*} \Psi_{I}\right)^{-1}\left(D_{\sqrt{\beta}}\right)_{I, I}^{-1}\right\| \\
& =\left\|\left(D_{\sqrt{\beta}}\right)_{I, I} \Phi_{I}^{*}\left(\Psi_{I}^{\dagger}\right)^{*}\left(D_{\sqrt{\beta}}\right)_{I, I}^{-1}-\left(D_{\alpha}\right)_{I, I}\right\| \\
& \leq \bar{\beta}^{1 / 2} \cdot \sqrt{\frac{1+\vartheta}{1-\vartheta}} \cdot \underline{\beta}^{-1 / 2}+\bar{\alpha} \leq \gamma^{-1} \sqrt{5 / 3}+1 \leq \gamma^{-1} \cdot 7 / 3 \tag{93}
\end{align*}
$$

or since we have $\left\|Z_{I} D_{\sqrt{\beta}}\right\|^{2}=\left\|Z_{I} D_{\beta} Z_{I}^{*}\right\| \leq 2 \cdot \delta^{2} \underline{\beta} \log \left(n K \rho / \delta_{*}\right)=2 \cdot \delta^{2} \underline{\beta} / \nu^{2}$ on $\mathcal{G}$, we get

$$
\begin{align*}
\left\|\ddot{U}_{I, I}\left(\dot{\Psi}_{I}^{*} \dot{\Psi}_{I}\right)^{-1}\right\| & =\left\|\left(D_{\sqrt{\beta}}\right)_{I, I}(\Psi \mathcal{E}-Z)_{I}^{*} \Psi_{I}\left(\Psi_{I}^{*} \Psi_{I}\right)^{-1}\left(D_{\sqrt{\beta}}\right)_{I, I}^{-1}\right\| \\
& \leq\left\|\left(D_{\sqrt{\beta}}\right)_{I, I} \mathcal{E}_{I, I}\left(D_{\sqrt{\beta}}\right)_{I, I}^{-1}\right\|+\left\|\left(D_{\sqrt{\beta}}\right)_{I, I} Z_{I}^{*}\right\| \cdot\left\|\Psi_{I}^{\dagger}\right\| \cdot\left\|\left(D_{\sqrt{\beta}}\right)_{I, I}^{-1}\right\| \\
& \leq \delta / \sqrt{2}+\delta \underline{\beta}^{1 / 2} / \nu \cdot \sqrt{2 \cdot 4} / \sqrt{3} \cdot \underline{\beta}^{-1 / 2} \\
& \leq 2 \cdot \delta / \nu . \tag{94}
\end{align*}
$$

We define $\Gamma:=\min \left\{\gamma^{-1} \cdot 7 / 3,2 \cdot \delta / \nu\right\}$ and use the identity (72) as above for the second term of (90), which enables us to apply Lemma 13 and Corollary 5(b):

$$
\begin{align*}
& \left\|\mathbb{E}_{\mathcal{G}}\left[D_{\sqrt{\pi}}^{-1} R_{I}^{*}\left(\dot{\Psi}_{I}^{*} \dot{\Psi}_{I}\right)^{-1} \ddot{И}_{I, I}^{*} \ddot{И}_{I, I}\left(\dot{\Psi}_{I}^{*} \dot{\Psi}_{I}\right)^{-1} R_{I} D_{\sqrt{\pi}}^{-1}\right]\right\| \\
& =\left\|\mathbb{E}_{\mathcal{G}}\left[\left(D_{\sqrt{\pi} \cdot \beta}\right)^{-1} R_{I}^{*}\left(\ddot{H}_{I, I}+\dot{\Psi}_{I}^{*} \dot{\Psi}_{I}\right) \cdot\left(\dot{\Psi}_{I}^{*} \dot{\Psi}_{I}\right)^{-1} \ddot{\Pi}_{I, I}^{*} \ddot{U}_{I, I}\left(\dot{\Psi}_{I}^{*} \dot{\Psi}_{I}\right)^{-1} \cdot\left(\ddot{H}_{I, I}^{*}+\dot{\Psi}_{I}^{*} \dot{\Psi}_{I}\right) R_{I} D_{\sqrt{\pi} \cdot \beta}^{-1}\right]\right\| \\
& \leq\left\|\mathbb{E}\left[\left(D_{\sqrt{\pi \cdot \beta}}\right)^{-1} R_{I}^{*} \ddot{U}_{I, I}^{*} \ddot{प}_{I, I} R_{I}\left(D_{\sqrt{\pi \beta}}\right)^{-1}\right]\right\| \cdot\left\|D_{\beta}^{-1}\right\| \\
& +2\left\|\mathbb{E}_{\mathcal{G}}\left[\left(D_{\sqrt{\pi \beta \beta}}\right)^{-1} R_{I}^{*} \ddot{U}_{I, I}^{*} \ddot{U}_{I, I}\left(\dot{\Psi}_{I}^{*} \dot{\Psi}_{I}\right) \cdot \ddot{H}_{I, I} R_{I}\left(D_{\sqrt{\pi, \beta}}\right)^{-1}\right]\right\| \cdot\left\|D_{\beta}^{-1}\right\| \\
& +\left\|\mathbb{E}_{\mathcal{G}}\left[\left(D_{\sqrt{\pi \beta}}\right)^{-1} R_{I}^{*} \ddot{H}_{I, I} \cdot\left(\dot{\Psi}_{I}^{*} \dot{\Psi}_{I}\right)^{-1} \ddot{U}_{I, I}^{*} \ddot{U}_{I, I}\left(\dot{\Psi}_{I}^{*} \dot{\Psi}_{I}\right)^{-1} \cdot \ddot{H}_{I, I} R_{I}\left(D_{\sqrt{\pi, \beta}}\right)^{-1}\right]\right\| \cdot\left\|D_{\beta}^{-1}\right\| \\
& =\left(\left\|\mathbb{E}\left[\left(D_{\sqrt{\pi \beta}}\right)^{-1} R_{I}^{*} \ddot{प}_{I, I}^{*} \ddot{प}_{I, I} R_{I}\left(D_{\sqrt{\pi \cdot \beta}}\right)^{-1}\right]\right\|^{1 / 2}\right. \\
& \left.+\Gamma\left\|\mathbb{E}\left[\left(D_{\sqrt{\pi \beta}}\right)^{-1} R_{I}^{*} \ddot{H}_{I, I} \ddot{H}_{I, I} R_{I}\left(D_{\sqrt{\pi / \beta}}\right)^{-1}\right]\right\|^{1 / 2}\right)^{2} \cdot\left\|D_{\beta}^{-1}\right\| . \tag{95}
\end{align*}
$$

Looking at the first term of (95), we use a similar strategy as in (77) or rather in (121) and (123) by applying Corollary (5) and obtain

$$
\begin{align*}
& \left\|\mathbb{E}\left[\left(D_{\sqrt{\pi \beta})}\right)^{-1} R_{I}^{*} \ddot{U}_{I, I}^{*} \ddot{प}_{I, I} R_{I}\left(D_{\sqrt{\pi \beta}}\right)^{-1}\right]\right\| \\
& \leq 9 / 2 \cdot\left\|D_{\sqrt{\beta}}^{-1}\right\|^{2} \cdot\left\|D_{\sqrt{\pi}} \ddot{U}^{*} D_{\sqrt{\pi}}\right\|^{2}+3 / 2 \cdot \max _{k}\left\|e_{k}^{*} D_{\sqrt{\beta}}^{-1} \ddot{प}^{*} D_{\sqrt{\pi} \beta}\right\|^{2} \\
& \leq 9 / 2 \cdot \underline{\beta}^{-1} \cdot\left(\left\|\Phi D_{\sqrt{\pi \beta}}\right\| \cdot \varepsilon^{2} / 2+\left\|Z D_{\sqrt{\pi \beta}}\right\|\right)^{2} \cdot\left\|\Psi D_{\sqrt{\pi}}\right\|^{2} \\
& +3 / 2 \cdot\left(\left\|\Phi D_{\sqrt{\pi \beta}}\right\| \cdot \varepsilon^{2} / 2+\left\|Z D_{\sqrt{\pi \beta}}\right\|\right)^{2} \\
& \leq\left(9 / 2 \cdot \underline{\beta}^{-1} \cdot\left\|\Psi_{\sqrt{\pi \beta}}\right\|^{2}+3 / 2\right) \cdot\left(\left\|\Phi D_{\sqrt{\pi \beta}}\right\| \cdot \varepsilon^{2} / 2+\left\|Z D_{\sqrt{\pi} ; \beta}\right\|\right)^{2} . \tag{96}
\end{align*}
$$

Similar to above we observe the two cases $\delta>\delta_{\circ}$ and $\delta \leq \delta_{\circ}$ separately. Note that $\underline{\alpha} \geq$ $1-\delta_{\circ}^{2} / 2 \geq 1-1 /\left(2 C^{2}\right) \geq 17 / 18$ and that $\delta_{\circ} \leq 1 / C$. This yields

$$
\begin{aligned}
\delta>\delta_{0}: & \left\|\mathbb{E}\left[\left(D_{\sqrt{\pi \cdot \beta}}\right)^{-1} R_{I}^{*} \ddot{И}_{I, I}^{*} \ddot{U}_{I, I} R_{I}\left(D_{\sqrt{\pi \cdot \beta}}\right)^{-1}\right]\right\| \\
& \leq 2 \cdot\left(\underline{\alpha} \gamma \nu \underline{\beta}^{1 / 2} /(4 C)+2 \cdot \underline{\alpha} \gamma \nu \underline{\beta}^{1 / 2} /(4 C)\right)^{2} \leq 18 \cdot\left(\underline{\alpha} \gamma \nu \underline{\beta}^{1 / 2} /(4 C)\right)^{2}, \\
\delta \leq \delta_{0}: \quad & \left\|\mathbb{E}\left[\left(D_{\sqrt{\pi \cdot \beta}}\right)^{-1} R_{I}^{*} \ddot{U}_{I, I}^{*} \ddot{U}_{I, I} R_{I}\left(D_{\sqrt{\pi \cdot \beta}}\right)^{-1}\right]\right\| \\
& \leq 2 \cdot 18^{2} / 17^{2} \cdot \underline{\alpha}^{2} \cdot\left(\underline{\alpha} \gamma \nu \underline{\beta}^{1 / 2} /(4 C) \cdot \gamma \nu^{2} /(2 C) \cdot \delta+\delta \underline{\beta}^{1 / 2}\right)^{2} \\
& \leq 3 \cdot \underline{\alpha}^{2} \underline{\beta}^{2} \leq 3 / C \cdot \underline{\alpha}^{2} \underline{\beta} \delta .
\end{aligned}
$$

which concludes to

$$
\begin{equation*}
\left\|\mathbb{E}\left[\left(D_{\sqrt{\pi \cdot \beta})}\right)^{-1} R_{I}^{*} \ddot{И}_{I, I}^{*} \ddot{И}_{I, I} R_{I}\left(D_{\sqrt{\pi \cdot \beta}}\right)^{-1}\right]\right\| \leq 3 / C \cdot \underline{\alpha}^{2} \underline{\beta} \cdot \min \left\{\delta_{0}, \delta\right\} . \tag{97}
\end{equation*}
$$

With the bound we established on (78), we get

$$
\begin{align*}
& \left(\left\|\mathbb{E}\left[\left(D_{\sqrt{\pi \cdot \beta})}\right)^{-1} R_{I}^{*} \ddot{U}_{I, I}^{*} \ddot{U}_{I, I} R_{I}\left(D_{\sqrt{\pi \cdot \beta}}\right)^{-1}\right]\right\|^{1 / 2}\right. \\
& \left.\quad+\Gamma\left\|\mathbb{E}\left[\left(D_{\sqrt{\pi \cdot \beta}}\right)^{-1} R_{I}^{*} \ddot{H}_{I, I} \ddot{H}_{I, I} R_{I}\left(D_{\sqrt{\pi \cdot \beta}}\right)^{-1}\right]\right\|^{1 / 2}\right)^{2} \cdot\left\|D_{\beta}^{-1}\right\| \\
& \leq\left(\sqrt{3 / C} \cdot \underline{\alpha} \cdot \min \left\{\delta_{0}, \delta\right\}^{1 / 2}+\sqrt{2} \Gamma \underline{\beta}^{-1 / 2} \cdot\left\|\Psi D_{\sqrt{\pi \cdot \beta}}\right\|\right)^{2} . \tag{98}
\end{align*}
$$

We use the inequality above, (92) and the probability bound from Lemma 4 to bound

$$
\begin{aligned}
&\|\mathbb{E}[\hat{Y}]\| \leq \delta_{*} / 16+2 \underline{\alpha}^{-1} \cdot \| \mathbb{E}_{\mathcal{G}}[ \left.D_{\sqrt{\pi}}^{-1} R_{I}^{*} \ddot{U}_{I, I}\left(\dot{\Psi}_{I}^{*} \dot{\Psi}_{I}\right)^{-1} R_{I} D_{\sqrt{\pi}}^{-1}\right] \\
&+\underline{\alpha}^{-2}\left\|\mathbb{E}_{\mathcal{G}}\left[D_{\sqrt{\pi}}^{-1} R_{I}^{*}\left(\dot{\Psi}_{I}^{*} \dot{\Psi}_{I}\right)^{-1} \ddot{И}_{I, I}^{*} \ddot{И}_{I, I}\left(\dot{\Psi}_{I}^{*} \dot{\Psi}_{I}\right)^{-1} R_{I} D_{\sqrt{\pi}}^{-1}\right]\right\| \\
& \leq \delta_{*} / 16+7 /(4 C) \cdot \min \left\{\delta_{0}, \delta\right\} \\
&+\underline{\alpha}^{-2} \cdot\left(\sqrt{3 / C} \cdot \underline{\alpha} \min \left\{\delta_{o}, \delta\right\}^{1 / 2}+\sqrt{2} \Gamma \underline{\beta}^{-1 / 2} \cdot\left\|\Psi D_{\sqrt{\pi} \beta}\right\|\right)^{2} .
\end{aligned}
$$

Again we distinguish between the cases cases $\delta>\delta_{\circ}$ and $\delta \leq \delta_{\circ}$, and note as before that $\nu \leq 1 / 3$, which leads to

$$
\begin{array}{ll}
\delta>\delta_{0}: & \|\mathbb{E}[\hat{Y}]\| \leq \delta_{*} / 16+7 /(4 C) \cdot \delta_{\circ}+(\sqrt{3 / C}+\sqrt{2 / C} \cdot 7 / 36)^{2} \cdot \gamma^{-1} \delta_{\circ} \leq \gamma^{-1} \Delta / 6 \\
\delta \leq \delta_{0}: & \|\mathbb{E}[\hat{Y}]\| \leq \delta_{*} / 16+7 /(4 C) \cdot \delta+(\sqrt{3 / C}+4 / C)^{2} \cdot \delta \leq \Delta / 6 . \tag{99}
\end{array}
$$

Now we fulfilled all preliminaries for Bernstein's inequality 11. By choosing $t=m=$ $\gamma^{-1} \Delta / 16$ and $r=\gamma^{-1} \rho / 2$ and performing a few simplifications we get the desired bound.

If we compare the result of the Lemma 7 and its counterpart in [24] we notice that the obtained bound is slightly greater by the scale of $\gamma^{-1}$. The reason for this is that we needed to bound

$$
\left\|D_{\sqrt{\beta}}\right\| \cdot\left\|D_{\sqrt{\beta}}^{-1}\right\| \leq(\bar{\beta} / \underline{\beta})^{1 / 2} \leq c_{\max } / c_{\min }=\gamma^{-1} .
$$

If necessary Lemma 7 can also be bounded by $(\bar{\beta} / \underline{\beta})^{1 / 2} \cdot \Delta / 8$.
Lemma 8 Given the conditions stated in Theorem 3, we have

$$
\mathbb{P}\left(\left\|\Phi A\left(D_{\sqrt{ } \cdot} \cdot \pi \cdot \alpha\right)^{-1} e_{\ell}-\Phi D_{\sqrt{\beta}} e_{\ell}\right\|>\underline{\beta}^{1 / 2} \cdot \Delta / 8\right) \leq 28 \exp \left(-\frac{N(\Delta / 16)^{2}}{2 \rho^{2}+\rho \Delta / 16}\right) .
$$

Proof Similar to the proofs of Lemma 6 and 7 we use Bernstein's inequality again, although this time we define $\hat{Y}_{n}$ and $Y_{n}$ not as matrices, but as independent random vectors with fixed index $\ell$, yielding

$$
\begin{align*}
\hat{Y}_{n} & :=\left[y_{n} y_{n}^{*}\left(\Psi_{\hat{I}_{n}}^{\dagger}\right)^{*} R_{\hat{I}_{n}}\left(D_{\sqrt{ } \cdot \pi \cdot \alpha}\right)^{-1} \cdot \mathbb{1}_{\mathcal{B}\left(y_{n}\right)}\left(\hat{I}_{n}\right)-D_{\sqrt{ }}\right] e_{\ell}, \\
Y_{n} & :=\left[y_{n} y_{n}^{*}\left(\Psi_{I_{n}}^{\dagger}\right)^{*} R_{I_{n}}\left(D_{\sqrt{ } \beta \cdot \pi \cdot \alpha}\right)^{-1} \cdot \mathbb{1}_{\mathcal{B}\left(y_{n}\right)}\left(I_{n}\right)-\operatorname{diag}\left(\mathbf{1}_{I_{n}}\right) D_{\pi}^{-1} D_{\sqrt{ } \beta}\right] e_{\ell} . \tag{100}
\end{align*}
$$

We can bound the $\ell_{2}$-norm of $\hat{Y}_{n}$ and $Y_{n}$ by

$$
\begin{aligned}
\max \left\{\left\|\hat{Y}_{n}\right\|,\left\|Y_{n}\right\|\right\} & \leq \kappa S^{2} c_{\max }^{2}\left\|D_{\pi}^{-1}\right\|\left\|D_{\sqrt{\beta}}^{-1}\right\|\left\|D_{\alpha}^{-1}\right\|+S\left\|D_{\pi}^{-1}\right\| \\
& \leq 3 / 4 \cdot \underline{\beta}^{1 / 2} \rho=: r .
\end{aligned}
$$

We follow the steps in 69) of Lemma 6 and obtain

$$
\begin{equation*}
\|\mathbb{E}[\hat{Y}]\| \leq\left[2 \mathbb{P}\left(\mathcal{H}^{c}\right)+\mathbb{P}\left(\mathcal{G}^{c}\right)\right] \cdot \rho+\left\|\mathbb{E}\left[\mathbb{1}_{\mathcal{G}}(I) Y\right]\right\| \leq \delta_{*} / 32+\left\|\mathbb{E}\left[\mathbb{1}_{\mathcal{G}}(I) Y\right]\right\| . \tag{101}
\end{equation*}
$$

We continue with recalling the expression from (74b)

$$
\dot{\Phi}_{I}^{*} \dot{\Psi}_{I}\left(\dot{\Psi}_{I}^{*} \dot{\Psi}_{I}\right)^{-1}=\left(D_{\alpha}\right)_{I, I}+\ddot{U}_{I, I}\left(D_{\beta}^{-1}\right)_{I, I}+\ddot{U}_{I, I}\left(\dot{\Psi}_{I}^{*} \dot{\Psi}_{I}\right)^{-1} \ddot{H}_{I, I}\left(D_{\beta}^{-1}\right)_{I, I} .
$$

Following the steps of (71) and substitute the expression above yields

$$
\begin{align*}
\left\|\mathbb{E}\left[\mathbb{1}_{\mathcal{G}}(I) Y\right]\right\| & =\left\|\mathbb{E}_{\mathcal{G}}\left[\dot{\Phi} R_{I}^{*}\left(\dot{\Phi}_{I}^{*} \Psi_{I}^{+*}-\left(D_{\alpha}\right)_{I, I}\right) R_{I} e_{\ell}\right]\right\| /\left(\alpha_{\ell} \pi_{\ell}\right) \\
& \leq\left\|\mathbb{E}_{\mathcal{G}}\left[\dot{\Phi} R_{I}^{*} \ddot{И}_{I, I}\left(\dot{\Psi}_{I}^{*} \dot{\Psi}_{I}\right)^{-1} R_{I} e_{\ell}\right]\right\| /\left(\underline{\alpha} \pi_{\ell}\right) \\
& \leq\left(\left\|\mathbb{E}_{\mathcal{G}}\left[\dot{\Phi} R_{I}^{*} \ddot{U}_{I, I} R_{I} e_{\ell}\right]\right\|+\left\|\mathbb{E}_{\mathcal{G}}\left[\dot{\Phi} R_{I}^{*} \ddot{U}_{I, I}\left(\dot{\Psi}_{I}^{*} \dot{\Psi}_{I}\right)^{-1} \ddot{H}_{I, I} R_{I} e_{\ell}\right]\right\|\right) /\left(\underline{\alpha} \beta_{\ell} \pi_{\ell}\right) . \tag{102}
\end{align*}
$$

For the following step we want to use $\mathbb{I}=\mathbb{I}_{\ell}+e_{\ell} \ell_{\ell}^{*}$. Since $\ddot{И}=D_{\sqrt{\beta}}\left(\Phi \mathcal{E}-Z D_{\alpha}\right)^{*} \Psi D_{\sqrt{\beta}}$ has zero diagonal and for any matrix $M_{\ell \ell}=e_{\ell} M e_{\ell}$, we get that $e_{\ell} R_{I}^{*} \ddot{И}_{I, I} R_{I} e_{\ell}=0$. So applying Corollary (5.(c) to the first term results in

$$
\begin{align*}
\left\|\mathbb{E}_{\mathcal{G}}\left[\dot{\Phi} R_{I}^{*} \ddot{U}_{I, I} R_{I} e_{\ell}\right]\right\| & =\left\|\mathbb{E}_{\mathcal{G}}\left[\Phi \mathbb{I}_{\ell c} D_{\sqrt{\beta}} R_{I}^{*} R_{I} D_{\sqrt{\beta}}\left(\Phi \mathcal{E}-Z D_{\alpha}\right)^{*} \mathbb{1}_{I}(\ell)\right] \cdot \psi_{\ell} \beta_{\ell}^{1 / 2}\right\| \\
& \leq \pi_{\ell} \cdot\left\|\Phi \mathbb{I}_{\ell} D_{\sqrt{\pi \beta}}\right\| \cdot\left\|\left(\Phi \mathcal{E}-Z D_{\alpha}\right) D_{\sqrt{\pi \beta}}\right\| \cdot\left\|\psi_{\ell}\right\| \cdot \beta_{\ell}^{1 / 2} \\
& \leq \pi_{\ell} \cdot\left\|\Phi D_{\sqrt{\pi \beta} \beta}\right\| \cdot\left(\left\|\Phi D_{\sqrt{\pi \beta}}\right\| \cdot \varepsilon^{2} / 2+\left\|Z D_{\sqrt{\pi \beta} \beta}\right\|\right) \cdot \beta_{\ell}^{1 / 2} . \tag{103}
\end{align*}
$$

Recall that $H_{I, \ell}=R_{I} H e_{\ell}$ and $И_{\ell, I}=e_{\ell}^{*} И R_{I}^{*}$. For the second term in 102) we use the following bounds, which are addressed in Appendix A.2

$$
\begin{aligned}
&\left\|\mathbb{E}\left[\ddot{U}_{\ell, I} \ddot{И}_{\ell, I}^{*} \mathbb{1}_{I}(\ell)\right]\right\|^{1 / 2} \leq\left(\beta_{\ell} \pi_{\ell}\right)^{1 / 2} \cdot \varepsilon \cdot\left\|\Psi D_{\sqrt{\pi \beta}}\right\|, \\
& \| \mathbb{E}\left[\left(D_{\sqrt{\pi / \beta}}\right)^{-1} \mathbb{I}_{\ell} c\right. \\
& \ddot{M}_{I, I} \ddot{U}_{I, I}^{*} \mathbb{I}_{\ell}\left(D_{\sqrt{\pi \beta}}\right) \\
&\left.\| \mathbb{1} \mathbb{1}_{I}(\ell)\right] \|^{1 / 2} \leq 3 \cdot \min \{1, \delta\} \cdot\left(\pi_{\ell} \beta_{\ell}\right)^{1 / 2}, \\
&\left\|\mathbb{E}\left[\ddot{H}_{I, \ell}^{*} \ddot{H}_{I, \ell} \mathbb{1}_{I}(\ell)\right]\right\|^{1 / 2} \leq\left(\beta_{\ell} \pi_{\ell}\right)^{1 / 2} \cdot\left\|\Psi D_{\sqrt{\pi \beta \beta}}\right\| .
\end{aligned}
$$

We take the decomposition $\mathbb{I}=\mathbb{I}_{\ell c}+e_{\ell} e_{\ell}^{*}$ again and employ Lemma 13 on both terms to obtain

$$
\begin{equation*}
\leq \beta_{\ell} \pi_{\ell} \cdot \min \{\sqrt{2}, \delta\} \cdot 4 / 3 \cdot \underline{\beta}^{-1 / 2} \gamma^{-1} \cdot\left\|\Psi D_{\sqrt{\pi \beta} \beta}\right\| \cdot\left(\left\|\Psi D_{\sqrt{\pi \beta} \beta}\right\|+3 \cdot\left\|\Phi D_{\sqrt{\pi \beta}}\right\|\right) \tag{104}
\end{equation*}
$$

where in the last inequality we used that $(\bar{\beta} / \underline{\beta})^{1 / 2} \leq c_{\max } / c_{\min }=\gamma^{-1}$ and that $\varepsilon \leq$ $\min \{\sqrt{2}, \delta\}$. If we substitute these bounds into $\sqrt{102}$ and 101$)$ we get

$$
\begin{aligned}
\|\mathbb{E}[\hat{Y}]\| \leq \underline{\beta}^{1 / 2} \cdot & \delta_{*} / 32+\underline{\alpha}^{-1} \beta_{\ell}^{-1 / 2} \cdot\left\|\Phi D_{\sqrt{\pi} \beta}\right\| \cdot\left(\left\|\Phi D_{\sqrt{\pi \cdot \beta}}\right\| \cdot \varepsilon^{2} / 2+\left\|Z D_{\sqrt{\pi} \beta}\right\|\right) \\
& +4 / 3 \cdot \underline{\alpha}^{-1} \cdot \min \{\sqrt{2}, \delta\} \cdot \underline{\beta}^{-1 / 2} \gamma^{-1} \cdot\left\|\Psi D_{\sqrt{\pi \beta}}\right\| \cdot\left(\left\|\Psi D_{\sqrt{\pi \cdot \beta}}\right\|+3 \cdot\left\|\Phi D_{\sqrt{\pi \beta} \beta}\right\|\right) .
\end{aligned}
$$

$$
\begin{aligned}
& \left\|\mathbb{E}_{\mathcal{G}}\left[\dot{\Phi} R_{I}^{*} \ddot{U}_{I, I}\left(\dot{\Psi}_{I}^{*} \dot{\Psi}_{I}\right)^{-1} \ddot{H}_{I, I} R_{I} e_{\ell}\right]\right\| \\
& \leq\left\|\phi_{\ell} \beta_{\ell}^{1 / 2}\right\| \cdot\left\|\mathbb{E}_{\mathcal{G}}\left[\ddot{H}_{\ell, I} \cdot\left(\dot{\Psi}_{I}^{*} \dot{\Psi}_{I}\right)^{-1} \cdot \ddot{H}_{I, \ell} \mathbb{1}_{I}(\ell)\right]\right\| \\
& +\left\|\Phi D_{\sqrt{\pi \beta} \beta}\right\| \cdot\left\|D_{\sqrt{\beta}}\right\| \cdot\left\|\mathbb{E}_{\mathcal{G}}\left[\left(D_{\sqrt{\pi \beta} \beta}\right)^{-1} \mathbb{I}_{\ell c} R_{I}^{*} \ddot{प}_{I, I} \cdot\left(\dot{\Psi}_{I}^{*} \dot{\Psi}_{I}\right)^{-1} \cdot \ddot{H}_{I, \ell} \mathbb{1}_{I}(\ell)\right]\right\| \\
& \leq \beta_{\ell}^{1 / 2} \cdot\left\|\mathbb{E}\left[\ddot{U}_{\ell, I} \ddot{И}_{\ell, I}^{*} \mathbb{1}_{I}(\ell)\right]\right\|^{1 / 2} \cdot\left\|\left(\dot{\Psi}_{I}^{*} \dot{\Psi}_{I}\right)^{-1}\right\| \cdot\left\|\mathbb{E}\left[\ddot{H}_{I, \ell}^{*} \ddot{H}_{I, \ell} \mathbb{1}_{I}(\ell)\right]\right\|^{1 / 2}+\left\|\Phi D_{\sqrt{\pi \beta}}\right\| \cdot \bar{\beta}^{1 / 2} \times \\
& \times\left\|\mathbb{E}\left[\left(D_{\sqrt{\pi \beta})}\right)^{-1} \mathbb{I}_{\ell c} R_{I}^{*} \ddot{U}_{I, I} \ddot{I}_{I, I}^{*} \mathbb{I}_{\ell c}\left(D_{\sqrt{\pi \beta})}\right)^{-1} \mathbb{1}_{I}(\ell)\right]\right\|^{1 / 2} \cdot\left\|\left(\dot{\Psi}_{I}^{*} \dot{\Psi}_{I}\right)^{-1}\right\| \cdot\left\|\mathbb{E}\left[\ddot{H}_{I, \ell}^{*} \ddot{H}_{I, \ell} \mathbb{1}_{I}(\ell)\right]\right\|^{1 / 2} \\
& \leq\left(\left\|\mathbb{E}\left[\ddot{U}_{\ell, I} \ddot{И}_{\ell, I}^{*} \mathbb{1}_{I}(\ell)\right]\right\|^{1 / 2}+\left\|\Phi D_{\sqrt{\pi} \beta}\right\| \cdot\left\|\mathbb{E}\left[\left(D_{\sqrt{\pi \cdot \beta}}\right)^{-1} \mathbb{I}_{\ell^{c}} R_{I}^{*} \ddot{И}_{I, I} \ddot{И}_{I, I}^{*} \mathbb{I}_{\ell c}\left(D_{\sqrt{\pi \beta})}\right)^{-1} \mathbb{1}_{I}(\ell)\right]\right\|^{1 / 2}\right) \times \\
& \times 4 / 3 \cdot \bar{\beta}^{1 / 2} \underline{\beta}^{-1} \cdot\left\|\mathbb{E}\left[\ddot{H}_{I, \ell}^{*} \ddot{H}_{I, \ell} \mathbb{1}_{I}(\ell)\right]\right\|^{1 / 2}
\end{aligned}
$$

Similar to Lemma 6 and 7 we distinguish between the cases $\delta>\delta_{\circ}$ and $\delta \leq \delta_{0}$. In the first regime we use that $\max \left\{\left\|\Psi D_{\sqrt{\pi \cdot \beta}}\right\|,\left\|\Phi D_{\sqrt{\pi \cdot \beta}}\right\|\right\} \leq \underline{\alpha} \gamma \nu \underline{\beta}^{1 / 2} /(4 C)$ and thus $\left\|Z D_{\sqrt{\pi \cdot \beta}}\right\| \leq$ $\underline{\alpha} \gamma \nu \underline{\beta}^{1 / 2} /(2 C)$, which yields

$$
\begin{align*}
\|\mathbb{E}[\hat{Y}]\| & \leq \underline{\beta}^{1 / 2} \cdot \frac{\delta_{*}}{32}+\underline{\beta}^{1 / 2} \cdot \frac{\gamma \nu^{2}}{C} \cdot \frac{\underline{\alpha}}{16 C} \cdot(\gamma+2 \gamma+4 / 3 \cdot \sqrt{2} \cdot(1+3)) \\
& \leq \underline{\beta}^{1 / 2} \cdot \frac{\delta_{*}}{32}+\underline{\beta}^{1 / 2} \cdot \delta_{\circ} \cdot \frac{11 \underline{\alpha}}{16 C} \leq \underline{\beta}^{1 / 2} \cdot \frac{\Delta}{16} \tag{105}
\end{align*}
$$

In the second regime, where $\delta \leq \delta_{0}$, we can use $\left\|\Phi D_{\sqrt{\pi \cdot \beta}}\right\| \leq \underline{\alpha} \gamma \nu \underline{\beta}^{1 / 2} /(4 C)$, while due to (63) and (10) we have $\left\|\Psi D_{\sqrt{\pi \cdot \beta}}\right\| \leq \underline{\alpha} \gamma \nu \underline{\beta}^{1 / 2} / C$ and $\left\|Z D_{\sqrt{\pi \cdot \beta}}\right\| \leq \delta \underline{\beta}^{1 / 2}$ resp., which results in

$$
\begin{align*}
\|\mathbb{E}[\hat{Y}]\| & \leq \underline{\beta}^{1 / 2} \cdot \frac{\delta_{*}}{32}+\underline{\beta}^{1 / 2} \cdot \delta \cdot \frac{\gamma \nu}{C} \cdot\left(\frac{\alpha}{16 C} \cdot 1 / \sqrt{2}+1+4 / 3 \cdot\left(\frac{\alpha}{C}+\frac{3 \underline{\alpha} \nu}{4 C}\right)\right) \\
& \leq \underline{\beta}^{1 / 2} \cdot \frac{\delta_{*}}{32}+\underline{\beta}^{1 / 2} \cdot \delta \cdot \frac{18 \gamma \nu}{16 C} \leq \underline{\beta}^{1 / 2} \cdot \frac{\Delta}{16} \tag{106}
\end{align*}
$$

Now we fulfilled all preliminaries for Bernstein's inequality 11. By choosing $t=m=$ $\underline{\beta}^{1 / 2} \cdot \Delta / 16$ and $r=3 / 4 \cdot \underline{\beta}^{1 / 2} \cdot \rho$ and performing a few simplifications we get the desired bound.

Lemma 9 Given the conditions stated in Theorem $\left\{3\right.$ for $\Lambda:=\max \left\{\frac{\alpha, \gamma \nu \beta^{1 / 2}}{4 \bar{C}},\left\|\Psi D_{\sqrt{\pi \cdot \beta}}\right\|\right\}$, we get

$$
\mathbb{P}\left(\Lambda \cdot\left\|\mathbb{I}_{\ell^{c}}\left(D_{\sqrt{\pi \cdot \beta} \cdot \alpha}\right)^{-1} B\left(D_{\sqrt{\beta} \cdot \pi \cdot \alpha}\right)^{-1} e_{\ell}\right\|>\underline{\beta}^{1 / 2} \cdot \frac{3 \Delta}{16}\right) \leq 28 \exp \left(-\frac{N(\Delta / 16)^{2}}{2 \rho^{2}+\rho \Delta / 16}\right) .
$$

Proof As in Lemma 8 we use the vector Bernstein inequality and express $\left(D_{\sqrt{\pi \cdot \beta} \cdot \alpha}\right)^{-1} B\left(D_{\sqrt{\beta} \cdot \pi \cdot \alpha}\right)^{-1} e_{\ell}$ as a sum of independent random vectors $\hat{Y}_{n}$. Concretely we set

$$
\begin{equation*}
\hat{Y}_{n}:=\Lambda \cdot \mathbb{I}_{\ell^{c}}\left(D_{\sqrt{\pi \cdot \beta} \cdot \alpha}\right)^{-1} R_{\hat{I}_{n}}^{*} \Psi_{\hat{I}_{n}}^{\dagger} y_{n} y_{n}^{*} \Psi_{\hat{I}_{n}}^{\dagger *} R_{\hat{I}_{n}}\left(D_{\sqrt{\beta} \cdot \pi \cdot \alpha}\right)^{-1} \mathbb{I}_{\mathcal{B}\left(y_{n}\right)}\left(\hat{I}_{n}\right) e_{\ell} \tag{107}
\end{equation*}
$$

Analogously we define $Y_{n}$, but using the correct support $I_{n}$ instead of $\hat{I}_{n}$. We can bound the $\ell_{2}$-norm of these vectors by

$$
\begin{equation*}
\max \left\{\left\|\hat{Y}_{n}\right\|,\left\|Y_{n}\right\|\right\} \leq \Lambda \kappa^{2} S^{2} c_{\max }^{2}\left\|D_{\alpha}^{-2}\right\|\left\|D_{\beta}^{-1}\right\|\left\|D_{\pi}^{-3 / 2}\right\| \leq 3 / 4 \cdot \underline{\beta}^{1 / 2} \rho=: r \tag{108}
\end{equation*}
$$

Apart from a few slight modifications we structure the proof as in Lemma 7. Similar to (88) we obtain

$$
\begin{equation*}
\Lambda^{-1} \cdot\|\mathbb{E}[\hat{Y}]\| \leq \frac{\delta_{*}}{32}+\left\|\mathbb{E}_{\mathcal{G}}\left[\left(D_{\sqrt{\pi} \cdot \alpha}^{-1}\right) \mathbb{I}_{\ell c} R_{I}^{*}\left(D_{\sqrt{\beta}}^{-1}\right)_{I, I} \Psi_{I}^{\dagger} \dot{\Phi}_{I} \dot{\Phi}_{I}^{*}\left(\Psi_{I}^{\dagger}\right)^{*}\left(D_{\sqrt{\beta}}^{-1}\right)_{I, I} R_{I} e_{\ell}\right]\right\| /\left(\pi_{\ell} \alpha_{\ell}\right) \tag{109}
\end{equation*}
$$

Note that $\mathbb{1}_{\ell^{c}} D e_{\ell}=0$ for every diagonal matrix $D$, so we can rewrite the expression above as in (89) and get

$$
\begin{align*}
& \left(D_{\sqrt{\pi} \cdot \alpha}^{-1}\right) \mathbb{I}_{\ell c}\left(D_{\sqrt{\beta}}^{-1}\right)_{I, I} \Psi_{I}^{\dagger} \dot{\Phi}_{I} \dot{\Phi}_{I}^{*}\left(\Psi_{I}^{\dagger}\right)^{*}\left(D_{\sqrt{\beta}}^{-1}\right)_{I, I} R_{I} e_{\ell} \\
& =\left(D_{\sqrt{\pi} \cdot \alpha}^{-1}\right) \mathbb{I}_{\ell^{c}} R_{I}^{*}\left(\dot{\Psi}_{I}^{*} \dot{\Psi}_{I}\right)^{-1} \dot{\Psi}_{I}^{*} \dot{\Phi}_{I} \dot{\Phi}_{I}^{*} \dot{\Psi}_{I}\left(\dot{\Psi}_{I}^{*} \dot{\Psi}_{I}\right)^{-1} R_{I} e_{\ell} \\
& =\left(D_{\sqrt{\pi} \cdot \alpha}^{-1}\right) \mathbb{I}_{\ell} R_{I}^{*}\left(D_{\alpha}\right)_{I, I} \ddot{U}_{I, I}\left(\dot{\Psi}_{I}^{*} \dot{\Psi}_{I}\right)^{-1} R_{I} e_{\ell}+\left(D_{\sqrt{\pi} \cdot \alpha}^{-1}\right) \mathbb{I}_{\ell} R_{I}^{*}\left(\dot{\Psi}_{I}^{*} \dot{\Psi}_{I}\right)^{-1} \ddot{\Pi}_{I, I}^{*}\left(D_{\alpha}\right)_{I, I} R_{I} e_{\ell} \\
& \quad+\quad+\mathbb{I}_{\ell c} R_{I}^{*}\left(\dot{\Psi}_{I}^{*} \dot{\Psi}_{I}\right)^{-1} \ddot{U}_{I, I}^{*} \ddot{U}_{I, I}\left(\dot{\Psi}_{I}^{*} \dot{\Psi}_{I}\right)^{-1} R_{I} e_{\ell} \tag{110}
\end{align*}
$$

We estimate the expectation of these three terms separately, beginning with the first one. We use the decomposition of the identity $\mathbb{I}_{S}=\left(\ddot{H}_{I, I}+\dot{\Psi}_{I}^{*} \dot{\Psi}_{I}\right)\left(D_{\beta}\right)_{I, I}^{-1}$ as in 72). By replacing $\dot{\Phi}$ with $\left(D_{\sqrt{\pi \beta}}\right)^{-1} \mathbb{I}_{\ell^{c}}$ we can take the bounds we obtained in (103) and (104), and get

$$
\begin{align*}
& \mathbb{E}_{\mathcal{G}}\left[D_{\sqrt{\pi}}^{-1} \mathbb{I}_{\ell} R_{I}^{*} \ddot{U}_{I, I}\left(\dot{\Psi}_{I}^{*} \dot{\Psi}_{I}\right)^{-1} R_{I} e_{\ell}\right] \| \\
& \leq\left(\left\|\mathbb{E}_{\mathcal{G}}\left[D_{\sqrt{\pi}}^{-1} \mathbb{I}_{\ell} R_{I}^{*} \ddot{U}_{I, I} R_{I} e_{\ell}\right]\right\|+\left\|D_{\sqrt{\beta}}\right\| \cdot\left\|\mathbb{E}_{\mathcal{G}}\left[\left(D_{\sqrt{\pi \beta})}\right)^{-1} \mathbb{I}_{\ell c} \ddot{\Pi}_{I, I}\left(\dot{\Psi}_{I}^{*} \dot{\Psi}_{I}\right)^{-1} \ddot{H}_{I, \ell} \mathbb{1}_{I}(\ell)\right]\right\|\right) \cdot \beta_{\ell}^{-1} \\
& \leq \pi_{\ell} \beta_{\ell}^{-1 / 2} \cdot\left(\left\|\Phi D_{\sqrt{\pi \cdot \beta}}\right\| \cdot \varepsilon^{2} / 2+\left\|Z D_{\sqrt{\pi \cdot \beta}}\right\|+4 \cdot \min \{1, \delta\} \cdot \beta_{\ell}^{1 / 2} \underline{\beta}^{-1 / 2} \gamma^{-1} \cdot\left\|\Psi_{\sqrt{\pi \cdot \beta}}\right\|\right) \text {, } \tag{111}
\end{align*}
$$

We continue by distinguishing between the both regimes $\delta>\delta_{0}$ and $\delta \leq \delta_{0}$. In the first regime we use that $\max \left\{\left\|\Psi D_{\sqrt{\pi \beta}}\right\|,\left\|\Phi D_{\sqrt{\pi \beta} \beta}\right\|\right\} \leq \underline{\alpha} \gamma \nu \underline{\beta}^{1 / 2} /(4 C)$ and thus $\left\|Z D_{\sqrt{\pi \beta} \boldsymbol{n}}\right\| \leq$ $\underline{\alpha} \gamma \nu \underline{\beta}^{1 / 2} /(2 C)$, while in the second regime, where $\delta \leq \delta_{0}$, we can use $\left\|\Phi D_{\sqrt{\pi \beta} \boldsymbol{\beta}}\right\| \leq \underline{\alpha} \gamma \nu \underline{\beta}^{1 / 2} /(4 C)$, while due to (63) and (10) we have $\left\|\Psi D_{\sqrt{\pi} \beta}\right\| \leq \underline{\alpha} \gamma \nu \underline{\beta}^{1 / 2} / C$ and $\left\|Z D_{\sqrt{\pi} \beta}\right\| \leq \delta \underline{\beta}^{1 / 2}$. This yields

$$
\begin{align*}
\delta>\delta_{0}: & \left\|\mathbb{E}_{\mathcal{G}}\left[D_{\sqrt{\pi}}^{-1} \mathbb{I}_{\ell c} R_{I}^{*} \ddot{U}_{I, I}\left(\dot{\Psi}_{I}^{*} \dot{\Psi}_{I}\right)^{-1} R_{I} e_{\ell}\right]\right\| \\
& \leq \pi_{\ell} \beta_{\ell}^{-1 / 2} \cdot\left(3 \cdot \underline{\alpha} \gamma \nu \underline{\beta}^{1 / 2} /(4 C)+4 \cdot \beta_{\ell}^{1 / 2} \cdot \underline{\alpha} \nu /(4 C)\right) \\
& \leq 1 / 20 \cdot \pi_{\ell} \underline{\alpha} \gamma^{-1} \nu^{-1} \cdot \delta_{o},  \tag{112}\\
\delta \leq \delta_{0}: & \mathbb{E}_{\mathcal{G}}\left[D_{\sqrt{\pi}}^{-1} \mathbb{I}_{\ell c} R_{I}^{*} \ddot{U}_{I, I}\left(\dot{\Psi}_{I}^{*} \dot{\Psi}_{I}\right)^{-1} R_{I} e_{\ell}\right] \| \\
& \leq \pi_{\ell} \beta_{\ell}^{-1 / 2} \cdot\left(\underline{\alpha} \gamma \nu \underline{\beta}^{1 / 2} /(4 C) \cdot \delta \delta_{o} / 2+\delta \underline{\beta}^{1 / 2}+4 \cdot \delta \beta_{\ell}^{1 / 2} \cdot \underline{\alpha} \nu / C\right) \\
& \leq 11 / 10 \cdot \pi_{\ell} \cdot \delta . \tag{113}
\end{align*}
$$

For the second term we employ that $\ddot{И}_{I, I}^{*} R_{I} e_{\ell}=R_{I} \mathbb{I}_{\ell} \ddot{И}^{*} e_{\ell} \mathbb{1}_{I}(\ell)$, which holds true since $\ddot{И}$ has zero diagonal. Similar to above we use $\mathbb{I}_{S}=\left(D_{\beta}\right)_{I, I}^{-1}\left(\ddot{H}_{I, I}+\dot{\Psi}_{I}^{*} \dot{\Psi}_{I}\right)$ in order to apply Corollary 5(c) to the first term and Lemma 13 to the second one:

$$
\begin{align*}
& \left\|\mathbb{E}_{\mathcal{G}}\left[\left(D_{\sqrt{\pi} \cdot \alpha}\right)^{-1} \mathbb{I}_{\ell c} R_{I}^{*}\left(\dot{\Psi}_{I}^{*} \dot{\Psi}_{I}\right)^{-1} \ddot{И}_{I, I}^{*}\left(D_{\alpha}\right)_{I, I} R_{I} e_{\ell}\right]\right\| \\
& \left.\leq \| \mathbb{E}_{\mathcal{G}}\left[\left(D_{\sqrt{\pi} \cdot \alpha}\right)^{-1}\right] \mathbb{I}_{\ell} R_{I}^{*}\left(\dot{\Psi}_{I}^{*} \dot{\Psi}_{I}\right)^{-1} R_{I} \mathbb{I}_{\ell} D_{\sqrt{\pi}}^{-1} \mathbb{1}_{I}(\ell)\right]\|\cdot\| D_{\sqrt{\pi}} \ddot{И}^{*} e_{\ell} \| \cdot \alpha_{\ell} \\
& \leq \underline{\alpha}^{-1} \cdot\left\|z_{\ell} \beta_{\ell}^{1 / 2}\right\| \cdot\left\|\Psi D_{\sqrt{\pi \beta}}\right\| \cdot\left(\underline{\beta}^{-1} \cdot\left\|\mathbb{E}_{\mathcal{G}}\left[D_{\sqrt{\pi}}^{-1} \mathbb{I}_{\ell c} R_{I}^{*} R_{I} \mathbb{I}_{\ell c} D_{\sqrt{\pi}}^{-1} \mathbb{I}_{I}(\ell)\right]\right\|\right. \\
& \left.+\underline{\beta}^{-1 / 2} \cdot\left\|\mathbb{E}_{\mathcal{G}}\left[\left(D_{\sqrt{\pi \cdot \beta}}\right)^{-1} \mathbb{I}_{\ell} R_{I}^{*} \ddot{H}_{I, I} \cdot\left(\dot{\Psi}_{I}^{*} \dot{\Psi}_{I}\right)^{-1} \cdot \mathbb{I}_{\ell} R_{I} D_{\sqrt{\pi}}^{-1} \mathbb{I}_{I}(\ell)\right]\right\|\right) \\
& \leq \underline{\alpha}^{-1} \underline{\beta}^{-1} \cdot\left\|z_{\ell} \beta_{\ell}^{1 / 2}\right\| \cdot\left\|\Psi D_{\sqrt{\pi} \beta}\right\| \times \\
& \times\left(\pi_{\ell}+4 / 3 \cdot \underline{\beta}^{-1 / 2} \pi_{\ell}^{1 / 2} \cdot\left\|\mathbb{E}\left[\left(D_{\sqrt{\pi \cdot \beta}}\right)^{-1} \mathbb{I}_{\ell c} R_{I}^{*} \ddot{H}_{I, I} \ddot{H}_{I, I}^{*} R_{I} \mathbb{I}_{\ell c}\left(D_{\sqrt{\pi \beta}}\right)^{-1} \mathbb{1}_{I}(\ell)\right]\right\|^{1 / 2}\right) . \tag{114}
\end{align*}
$$

As above we discuss the two cases $\delta>\delta_{\circ}$ and $\delta \leq \delta_{\circ}$ separately. In the appendix in (137) and (138) we show that

$$
\begin{aligned}
\delta>\delta_{\circ}: & \left\|\mathbb{E}\left[\left(D_{\sqrt{\pi \beta}}\right)^{-1} \mathbb{I}_{\ell^{c}} R_{I}^{*} \ddot{H}_{I, I} \ddot{H}_{I, I}^{*} R_{I} \mathbb{I}_{\ell c}\left(D_{\sqrt{\pi / \beta}}\right)^{-1} \mathbb{1}_{I}(\ell)\right]\right\| \leq 9 \cdot \pi_{\ell} \cdot\left(\underline{\alpha} \gamma \nu \beta_{\ell}^{1 / 2} / C\right)^{2}, \\
\delta \leq \delta_{\circ}: & \left\|\mathbb{E}\left[\left(D_{\sqrt{\pi \beta}}\right)^{-1} \mathbb{I}_{\ell^{c}} R_{I}^{*} \ddot{H}_{I, I} \ddot{H}_{I, I}^{*} R_{I} \mathbb{I}_{\ell}\left(D_{\sqrt{\pi \beta}}\right)^{-1} \mathbb{1}_{I}(\ell)\right]\right\| \leq 9 \cdot \pi_{\ell} \cdot\left(2 \gamma \nu \bar{\beta}^{1 / 2} / C\right)^{2} .
\end{aligned}
$$

With the bound above and the fact that $(\bar{\beta} / \underline{\beta})^{1 / 2} \leq \gamma^{-1}$, we get

$$
\begin{array}{cc}
\delta>\delta_{\circ}: & \left\|\mathbb{E}_{\mathcal{G}}\left[\left(D_{\sqrt{\pi} \cdot \alpha}\right)^{-1} \mathbb{I}_{\ell c} R_{I}^{*}\left(\dot{\Psi}_{I}^{*} \dot{\Psi}_{I}\right)^{-1} \ddot{\Pi}_{I, I}^{*}\left(D_{\alpha}\right)_{I, I} R_{I} e_{\ell}\right]\right\| \\
& \leq \varepsilon \cdot \nu /(4 C) \cdot\left(\pi_{\ell}+4 \cdot \underline{\beta}^{-1 / 2} \pi_{\ell} \cdot \underline{\alpha} \gamma \nu \beta_{\ell}^{1 / 2} / C\right) \leq 1 / 20 \cdot \pi_{\ell} \gamma^{-1} \nu^{-1} \cdot \delta_{o}, \\
\delta \leq \delta_{0}: & \left\|\mathbb{E}_{\mathcal{G}}\left[\left(D_{\sqrt{\pi} \cdot \alpha}\right)^{-1} \mathbb{I}_{\ell c} R_{I}^{*}\left(\dot{\Psi}_{I}^{*} \dot{\Psi}_{I}\right)^{-1} \ddot{U}_{I, I}^{*}\left(D_{\alpha}\right)_{I, I} R_{I} e_{\ell}\right]\right\| \\
& \leq \delta \cdot \gamma \nu / C \cdot\left(\pi_{\ell}+6 \cdot \underline{\beta}^{-1 / 2} \pi_{\ell} \cdot \gamma \nu \bar{\beta}^{1 / 2} / C\right) \leq 2 / C \cdot \pi_{\ell} \cdot \delta . \tag{116}
\end{array}
$$

To the third term of 110 we apply the identity $\mathbb{I}_{S}=\left(\ddot{H}_{I, I}+\dot{\Psi}_{I}^{*} \dot{\Psi}_{I}\right)\left(D_{\beta}\right)_{I, I}^{-1}$ on the lefthand and on the right-hand side following the same procedure as in 95), which leads to

$$
\begin{align*}
& \left\|\mathbb{E}_{\mathcal{G}}\left[\left(D_{\sqrt{\pi} \cdot \alpha}\right)^{-1} \mathbb{I}_{\ell} R_{I}^{*}\left(\dot{\Psi}_{I}^{*} \dot{\Psi}_{I}\right)^{-1} \ddot{И}_{I, I}^{*} \ddot{И}_{I, I}\left(\dot{\Psi}_{I}^{*} \dot{\Psi}_{I}\right)^{-1} R_{I} e_{\ell} \mathbb{1}_{I}(\ell)\right]\right\| \\
& \leq \underline{\alpha}^{-1} \underline{\beta}^{-1 / 2} \cdot \| \mathbb{E}_{\mathcal{G}}\left[\left(D_{\sqrt{\pi \beta} \cdot \alpha}\right)^{-1} \mathbb{I}_{\ell} R_{I}^{*}\left(\ddot{H}_{I, I}+\dot{\Psi}_{I}^{*} \dot{\Psi}_{I}\right) \cdot\left(\dot{\Psi}_{I}^{*} \dot{\Psi}_{I}\right)^{-1} \ddot{\Pi}_{I, I}^{*} \ddot{И}_{I, I}\left(\dot{\Psi}_{I}^{*} \dot{\Psi}_{I}\right)^{-1} \times\right. \\
& \times\left(\ddot{H}_{I, I}^{*}+\dot{\Psi}_{I}^{*} \dot{\Psi}_{I}\right) R_{I} e_{\ell} \mathbb{1}_{I}(\ell) \| \cdot \beta_{\ell}^{-1} \\
& \leq \underline{\alpha}^{-1} \underline{\beta}^{-1 / 2} \beta_{\ell}^{-1} \cdot\left(\left\|\mathbb{E}_{\mathcal{G}}\left[\left(D_{\sqrt{\pi \beta}}\right)^{-1} \mathbb{I}_{\ell} R_{I}^{*} \ddot{И}_{I, I}^{*} \ddot{И}_{I, I} R_{I} e_{\ell}\right]\right\|\right. \\
& +\left\|\mathbb{E}_{\mathcal{G}}\left[\left(D_{\sqrt{\pi \cdot \beta}}\right)^{-1} \mathbb{I}_{\ell c} R_{I}^{*} \ddot{И}_{I, I}^{*} \ddot{\bar{U}}_{I, I}\left(\dot{\Psi}_{I}^{*} \dot{\Psi}_{I}\right)^{-1} \ddot{H}_{I, I} R_{I} e_{\ell}\right]\right\| \\
& +\left\|\mathbb{E}_{\mathcal{G}}\left[\left(D_{\sqrt{\pi \cdot \beta}}\right)^{-1} \mathbb{I}_{\ell} R_{I}^{*} \ddot{H}_{I, I}\left(\dot{\Psi}_{I}^{*} \dot{\Psi}_{I}\right)^{-1} \ddot{U}_{I, I}^{*} \ddot{U}_{I, I} R_{I} e_{\ell}\right]\right\| \\
& \left.+\left\|\mathbb{E}_{\mathcal{G}}\left[\left(D_{\sqrt{\pi \cdot \beta}}\right)^{-1} \mathbb{I}_{\ell} R_{I}^{*} \ddot{H}_{I, I}\left(\dot{\Psi}_{I}^{*} \dot{\Psi}_{I}\right)^{-1} \ddot{И}_{I, I}^{*} \ddot{И}_{I, I}\left(\dot{\Psi}_{I}^{*} \dot{\Psi}_{I}\right)^{-1} \ddot{H}_{I, I} R_{I} e_{\ell}\right]\right\|\right) . \tag{117}
\end{align*}
$$

Now we have made all the necessary preparations to bound $\|\mathbb{E}[\hat{Y}]\|$, since

$$
\left.\begin{array}{rl}
\|\mathbb{E}[\hat{Y}]\| \leq \Lambda \cdot & \delta_{*} / 32
\end{array}\right) \Lambda \cdot \pi_{\ell}^{-1} \cdot \underline{\alpha}^{-1} \times 1 .
$$

Again we distinguish between the two cases $\delta>\delta_{0}$ and $\delta \leq \delta_{0}$. In the appendix we have further bounded (117), which we plug with the bounds of (112), (113), (115) and (116) into (118), yielding

$$
\begin{align*}
\delta>\delta_{0}: & \|\mathbb{E}[\hat{Y}]\| \leq \underline{\beta}^{1 / 2} \cdot \delta_{*} / 32+\underline{\alpha} \gamma \nu \underline{\beta}^{1 / 2} / C \cdot \underline{\alpha}^{-1} \cdot\left(1 / 20 \cdot \gamma^{-1} \nu^{-1} \cdot \delta_{0}\right. \\
& \left.+1 / 20 \cdot \gamma^{-1} \nu^{-1} \cdot \delta_{0}+5 / 2 \cdot \gamma^{-1} \nu^{-1} \cdot \delta_{0}\right) \\
& \leq \underline{\beta}^{1 / 2} \cdot \delta_{*} / 32+26 /(10 C) \cdot \underline{\beta}^{1 / 2} \cdot \delta_{0},  \tag{119}\\
\delta \leq \delta_{0}: & \|\mathbb{E}[\hat{Y}]\| \leq \underline{\beta}^{1 / 2} \cdot \delta_{*} / 32+\underline{\alpha} \gamma \nu \underline{\beta}^{1 / 2} / C \cdot \underline{\alpha}^{-1} \cdot(11 / 10 \cdot \delta+2 / C \cdot \delta+11 / 10 \cdot \delta) \\
& \leq \underline{\beta}^{1 / 2} \cdot \delta_{*} / 32+23 /(10 C) \cdot \underline{\beta}^{1 / 2} \cdot \delta \leq \underline{\beta}^{1 / 2} \cdot \Delta / 16 . \tag{120}
\end{align*}
$$

Now we fulfilled all preliminaries for Bernstein's inequality 11. By choosing $t=m=$ $\underline{\beta}^{1 / 2} \cdot \Delta / 16$ and $r=3 / 4 \cdot \underline{\beta}^{1 / 2} \cdot \rho$ and performing a few simplifications we get the desired $\bar{b}$ ound.

With this we have proved the four inequalities which are needed for the main theorem. In the following chapter we summarize our results of this thesis and provide an outlook for further related research work.

## 6. Discussion

In this thesis we showed convergence of the MOD and ODL algorithm for data models with non-uniform distribution of the supports of sparse coefficients in combination with non-homogeneous distribution of the coefficient amplitudes. As part of our future work we want to consider thresholding in a similar manner as in 19 to improve the bound on the probability that thresholding recovers the correct support. We also want to generalise the convergence result of the ITKrM algorithm in [21] to the signal model in Definition 2 . There it should not even be necessary to change the conditions of 21]. Since $D_{\beta}$ does not get trapped between two non-diagonal matrices and therefore can still be canceled out by scaling with $D_{\beta}^{-1}$.

## Appendix A. Appendix

In this section we detail some calculations used in the proofs of Lemma 6 to 9 and restate some theorems and lemmas which are essential for the thesis.

## A. 1 Auxiliary calculations for Lemma 6 and Lemma 7

We start by elaborating on two inequalities which help to bound $\left\|\mathbb{E}_{\mathcal{G}}\left[D_{\sqrt{\pi}}^{-1} R_{I}^{*} \ddot{И}_{I, I} \ddot{И}_{I, I}^{*} R_{I} D_{\sqrt{\pi}}^{-1}\right]\right\|^{\frac{1}{2}}$ in 77). We recall that $И=\left(\Phi \mathcal{E}-Z D_{\alpha}\right)^{*} \Psi=(\Psi \mathcal{E}-Z)^{*} \Psi$ with $\mathcal{E}_{k k}=\left\langle\psi_{k}, z_{k}\right\rangle$ and $\ddot{U}=D_{\sqrt{\beta}} И D_{\sqrt{\beta}}$. Then, since $\mathbb{I}-\psi_{k}^{*} \psi_{k}$ is an orthogonal projection, we obtain

$$
\begin{align*}
& \left\|D_{\sqrt{\pi}} \ddot{\Pi} D_{\sqrt{\pi}}\right\|=\left\|D_{\sqrt{\pi}} \ddot{प}^{*} D_{\sqrt{\pi}}\right\| \\
& \leq\left\|\left(\Phi \mathcal{E}-Z D_{\alpha}\right) D_{\sqrt{\pi} \cdot \boldsymbol{\beta}}\right\| \cdot\left\|\Psi D_{\sqrt{\pi \cdot \beta}}\right\|=\left(\left\|\Phi D_{\sqrt{\pi \beta}} \mathcal{E}-Z D_{\sqrt{\pi \cdot \beta}} D_{\alpha}\right\|\right) \cdot\left\|\Psi D_{\sqrt{\pi} \beta}\right\| \\
& \leq\left(\left\|\Phi D_{\sqrt{\pi \cdot \beta}}\right\| \cdot \varepsilon^{2} / 2+\left\|Z D_{\sqrt{\pi \beta}}\right\|\right) \cdot\left\|\Psi D_{\sqrt{\pi \cdot \beta}}\right\| \text {, }  \tag{121}\\
& \left\|e_{k}^{*} \ddot{U} D_{\sqrt{\pi}}\right\| \leq\left\|\left(\psi_{k}\left\langle\psi_{k}, z_{k}\right\rangle-z_{k}\right) \beta_{k}^{1 / 2}\right\| \cdot\left\|\Psi D_{\sqrt{\pi \cdot \beta}}\right\| \\
& =\left\|\left(\psi_{k} \psi_{k}^{*}-\mathbb{I}\right) z_{k} \beta_{k}^{1 / 2}\right\| \cdot\left\|\Psi D_{\sqrt{\pi} \beta}\right\| \leq\left\|z_{k} \beta_{k}^{1 / 2}\right\| \cdot\left\|\Psi D_{\sqrt{\pi} \beta}\right\| \\
& \leq \min \left\{\varepsilon \bar{\beta}^{1 / 2}, \delta \underline{\beta}^{1 / 2}\right\} \cdot\left\|\Psi D_{\sqrt{\pi \beta}}\right\|,  \tag{122}\\
& \left\|e_{k}^{*} D_{\sqrt{\beta}}^{-1} \ddot{U}^{*} D_{\sqrt{\pi}}\right\| \leq\|\psi\| \cdot\left\|\left(\Phi \mathcal{E}-Z D_{\alpha}\right) D_{\sqrt{\pi \beta} \beta}\right\| \leq\left\|\Phi D_{\sqrt{\pi} \beta}\right\| \cdot \varepsilon^{2} / 2+\left\|Z D_{\sqrt{\pi} \beta}\right\| . \tag{123}
\end{align*}
$$

We continue by using the fact that $\left\|\Phi D_{\sqrt{\pi \beta} \beta}\right\| \leq \underline{\alpha} \gamma \nu^{2} \underline{\beta}^{1 / 2} /(4 C) \leq \underline{\beta}^{1 / 2} \leq \bar{\beta}^{1 / 2}$ and $\varepsilon \leq$ $\min \{\sqrt{2}, \delta\}$, which we showed in (83), to obtain a bound for (77) by using Corollary 5 . meaning

$$
\begin{align*}
& 2 \cdot\left\|\mathbb{E}\left[D_{\sqrt{\pi}}^{-1} R_{I}^{*} \ddot{U}_{I, I} \ddot{\breve{I}}_{I, I}^{*} R_{I} D_{\sqrt{\pi}}^{-1}\right]\right\| \\
& \leq 9 \cdot\left\|D_{\sqrt{\pi}} \ddot{\Pi} D_{\sqrt{\pi}}\right\|^{2}+3 \cdot \max _{k}\left\|e_{k}^{*} \ddot{U} D_{\sqrt{\pi}}\right\|^{2} \\
& \leq\left(9 \cdot\left\|\Phi D_{\sqrt{\pi \beta}}\right\|^{2} \cdot \varepsilon^{4} / 4+9 \cdot\left\|\Phi D_{\sqrt{\pi \beta}}\right\| \cdot \varepsilon^{2} \cdot\left\|Z D_{\sqrt{\pi \beta} \beta}\right\|+9 \cdot\left\|Z D_{\sqrt{\pi \beta} \|}\right\|^{2}\right. \\
& \left.+3 \cdot \min \left\{\varepsilon \bar{\beta}^{1 / 2}, \delta \underline{\beta}^{1 / 2}\right\}^{2}\right) \cdot\left\|\Psi D_{\sqrt{\pi \beta}}\right\|^{2} \\
& \leq\left(9 / 2 \cdot \min \left\{\varepsilon \bar{\beta}^{1 / 2}, \delta \underline{\beta}^{1 / 2}\right\}^{2}+18 \cdot \underline{\beta}^{1 / 2} \varepsilon \cdot\left\|Z D_{\sqrt{\pi / \beta}}\right\|+9 \cdot\left\|Z D_{\sqrt{\pi} \beta}\right\|^{2}\right. \\
& \left.+3 \cdot \min \left\{\varepsilon \bar{\beta}^{1 / 2}, \delta \underline{\beta}^{1 / 2}\right\}^{2}\right) \cdot\left\|\Psi D_{\sqrt{\pi \beta}}\right\|^{2} \\
& \leq\left(3 \cdot\left\|Z D_{\sqrt{\pi \cdot \beta}}\right\|+3 \cdot \min \left\{\varepsilon \bar{\beta}^{1 / 2}, \delta \underline{\beta}^{1 / 2}\right\}\right)^{2} \cdot\left\|\Psi D_{\sqrt{\pi \cdot \beta}}\right\|^{2} \\
& \leq\left(3 \cdot\left\|Z D_{\sqrt{\pi \beta}}\right\|+3 \cdot \varepsilon \bar{\beta}^{1 / 2}\right)^{2} \cdot\left\|\Psi D_{\sqrt{\pi \beta}}\right\|^{2} . \tag{124}
\end{align*}
$$

Next we want to establish a bound for $\left\|\mathbb{E}\left[\left(D_{\sqrt{\pi \beta}}\right)^{-1} R_{I}^{*} \ddot{H}_{I, I} \ddot{H}_{I, I} R_{I}\left(D_{\sqrt{\pi \beta}}\right)^{-1}\right]\right\|^{\frac{1}{2}}$ in (78). We recall that $\ddot{H}=D_{\sqrt{\beta}} \Psi^{*} \Psi D_{\sqrt{\beta}}-D_{\beta}$ and note that $D_{\sqrt{\beta}} \Psi^{*} \Psi D_{\sqrt{\beta}}$ is a positive semidefinite matrix which yields

$$
\begin{align*}
\left\|D_{\sqrt{\pi}} D_{\sqrt{\beta}}^{-1} \ddot{H} D_{\sqrt{\pi}}\right\| & =\left\|D_{\sqrt{\beta}}^{-1}\right\| \cdot\left\|D_{\sqrt{\pi \beta}} \Psi^{*} \Psi D_{\sqrt{\pi \beta}}-\operatorname{diag}\left(D_{\sqrt{\pi \beta}} \Psi^{*} \Psi D_{\sqrt{\pi \cdot \beta}}\right)\right\| \\
& \leq \underline{\beta}^{-1 / 2} \cdot\left\|D_{\sqrt{\pi \beta}} \Psi^{*} \Psi D_{\sqrt{\pi \beta} \beta}\right\|=\underline{\beta}^{-1 / 2} \cdot\left\|\Psi D_{\sqrt{\pi \beta \beta}}\right\|^{2},  \tag{125}\\
\left\|e_{k}^{*} D_{\sqrt{\beta}}^{-1} \ddot{H} D_{\sqrt{\pi}}\right\| & =\left\|\left(e_{k}^{*}-\psi_{k}^{*} \Psi\right) D_{\sqrt{\pi \beta \beta}}\right\| \leq\left\|\psi_{k}^{*} \Psi D_{\sqrt{\pi} \beta}\right\| \leq\left\|\Psi D_{\sqrt{\pi \cdot \beta}}\right\| . \tag{126}
\end{align*}
$$

We apply Corollary 5 (b) to $(78)$ and use that $\left\|\Psi D_{\sqrt{\pi \cdot \beta}}\right\| \leq \underline{\alpha} \gamma \nu^{2} \underline{\beta}^{1 / 2} / C \leq \underline{\beta}^{1 / 2} / 3$ holds true in both regimes, which results in

$$
\begin{align*}
\| \mathbb{E}\left[\left(D_{\sqrt{\pi \cdot \beta}}\right)^{-1} R_{I}^{*} \ddot{H}_{I, I}\right. & \left.\ddot{H}_{I, I} R_{I}\left(D_{\sqrt{\pi \cdot \beta}}\right)^{-1}\right] \| \\
& =\left\|\mathbb{E}\left[D_{\sqrt{\pi}}^{-1} R_{I}^{*}\left(D_{\sqrt{\beta}}^{-1} \ddot{H}\right)_{I, I}\left(\ddot{H} D_{\sqrt{\beta}}\right)_{I, I}^{-1} R_{I} D_{\sqrt{\pi}}^{-1}\right]\right\| \\
& \leq \frac{9}{2} \cdot\left\|D_{\sqrt{\pi}} D_{\sqrt{\beta}}^{-1} \ddot{H} D_{\sqrt{\pi}}\right\|^{2}+\frac{3}{2} \cdot \max _{k}\left\|e_{k}^{*} D_{\sqrt{\beta}}^{-1} \ddot{H} D_{\sqrt{\pi}}\right\|^{2} \\
& \leq \frac{9}{2} \cdot \underline{\beta}^{-1} \cdot\left\|\Psi D_{\sqrt{\pi \cdot \beta}}\right\|^{4}+\frac{3}{2} \cdot\left\|\Psi D_{\sqrt{\pi \cdot \beta}}\right\|^{2} \\
& \leq \frac{1}{2} \cdot\left\|\Psi D_{\sqrt{\pi \cdot \beta}}\right\|^{2}+\frac{3}{2} \cdot\left\|\Psi D_{\sqrt{\pi \cdot \beta}}\right\|^{2}=2\left\|\Psi D_{\sqrt{\pi \cdot \beta}}\right\|^{2} \tag{127}
\end{align*}
$$

## A. 2 Auxiliary calculations for Lemma 8 and Lemma 9

We begin with some fundamental bounds, which are used in both Lemmas. Therefore we note that, $\ddot{И}_{\ell, I}=e_{\ell}^{*} \ddot{\Pi} R_{I}^{*}$ and $\ddot{H}_{I, \ell}=R_{I} \ddot{H} e_{\ell}$, and apply Corollary 5 (c) by setting $W=V=e_{\ell}^{*} \ddot{\Pi}$ for the first inequality and $W=V=\ddot{H} e_{\ell}$ for the second one

$$
\begin{align*}
\left\|\mathbb{E}\left[\ddot{U}_{\ell, I} \ddot{U}_{\ell, I}^{*} \mathbb{1}_{I}(\ell)\right]\right\| & \leq \pi_{\ell} \cdot\left(\left\|e_{\ell}^{*} \ddot{H} D_{\sqrt{\pi}}\right\|^{2}+\left\|\ddot{प}_{\ell \ell}\right\|^{2}\right) \\
& =\pi_{\ell} \beta_{\ell} \cdot\left\|e_{\ell}^{*}(\Psi \mathcal{E}-Z)^{*} \Psi D_{\sqrt{\pi \cdot \beta}}\right\|^{2} \\
& \leq \pi_{\ell} \beta_{\ell} \cdot\left\|z_{\ell}\right\|^{2} \cdot\left\|\Psi D_{\sqrt{\pi \cdot \beta}}\right\|^{2} \leq \pi_{\ell} \beta_{\ell} \varepsilon^{2} \cdot\left\|\Psi D_{\sqrt{\pi \cdot \beta}}\right\|^{2}  \tag{128}\\
\left\|\mathbb{E}\left[\ddot{U}_{I, \ell,}^{*} \ddot{U}_{I, \ell} \mathbb{1}_{I}(\ell)\right]\right\| & \leq \pi_{\ell} \cdot\left(\left\|e_{\ell}^{*} \ddot{U}^{*} D_{\sqrt{\pi}}\right\|^{2}+\left\|\ddot{U}_{\ell \ell}^{*}\right\|^{2}\right) \\
& =\pi_{\ell} \beta_{\ell} \cdot\left\|e_{\ell}^{*} \Psi^{*}\left(\Phi \mathcal{E}-Z D_{\alpha}\right) D_{\sqrt{\pi \cdot \beta}}\right\|^{2} \\
& \leq \pi_{\ell} \beta_{\ell} \cdot\left(\left\|\Phi D_{\sqrt{\pi \cdot \beta}}\right\| \cdot \varepsilon^{2} / 2+\left\|Z D_{\sqrt{\pi \cdot \beta}}\right\|\right)^{2}  \tag{129}\\
\left\|\mathbb{E}\left[\ddot{H}_{I, \ell}^{*} \ddot{H}_{I, \ell} \mathbb{1}_{I}(\ell)\right]\right\| & \leq \pi_{\ell} \cdot\left(\left\|e_{\ell}^{*} \ddot{H} D_{\sqrt{\pi}}\right\|^{2}+\left\|\ddot{H}_{\ell \ell}\right\|^{2}\right) \\
& \leq \pi_{\ell} \cdot\left\|\beta_{\ell}^{1 / 2} \psi_{\ell}\right\|^{2} \cdot\left\|\Psi D_{\sqrt{\pi \cdot \beta}}\right\|^{2} \leq \pi_{\ell} \beta_{\ell} \cdot\left\|\Psi D_{\sqrt{\pi \cdot \beta}}\right\|^{2} . \tag{130}
\end{align*}
$$

Next we want to bound $\left\|\mathbb{E}\left[\left(D_{\sqrt{\pi \cdot \beta}}\right)^{-1} \mathbb{I}_{\ell^{c}} R_{I}^{*} \ddot{U}_{I, I}^{*} \ddot{U}_{I, I} R_{I} \mathbb{I}_{\ell^{c}}\left(D_{\sqrt{\pi \cdot \beta}}\right)^{-1} \mathbb{1}_{I}(\ell)\right]\right\|$. Hence we need the following calculations. We recall that $\dot{\Pi}=И D_{\sqrt{\beta}}$ and obtain

$$
\begin{align*}
\max _{k}\left(D_{\sqrt{\beta}}^{-1} \ddot{U}_{k \ell}^{*}\right)^{2} & =\max _{k}\left(e_{k}^{*} \Psi^{*}(\Psi \mathcal{E}-Z) D_{\sqrt{\beta}} e_{\ell}\right)^{2} \leq \max _{k}\left(\left\|\psi_{k}\right\| \cdot\left\|\psi_{\ell}\left\langle\psi_{\ell}, z_{\ell}\right\rangle-z_{\ell}\right\| \cdot \beta_{\ell}^{1 / 2}\right)^{2} \\
& \leq\left\|\left(\psi_{\ell} \psi_{\ell}^{*}-\mathbb{I}\right) z_{\ell}\right\|^{2} \cdot \beta_{\ell} \leq\left\|z_{\ell}\right\|^{2} \cdot \beta_{\ell} \leq \varepsilon^{2} \beta_{\ell} \leq \min \left\{2, \delta^{2}\right\} \cdot \beta_{\ell} . \tag{131}
\end{align*}
$$

Following a similar approach as in $(121)$ and $\sqrt{122}$ we get

$$
\begin{align*}
3 \cdot\left\|D_{\sqrt{\beta}}^{-1} D_{\sqrt{\pi}} \ddot{И}^{*} e_{\ell}\right\|^{2} & \leq 3 \cdot\left\|\left(D_{\sqrt{\pi \cdot \beta}}\right)^{-1}\right\|^{2} \cdot\left\|\Psi D_{\sqrt{\beta}}\right\|^{2} \cdot\left\|\psi_{\ell}\left\langle\psi_{\ell}, z_{\ell}\right\rangle-z_{\ell}\right\|^{2} \cdot \beta_{\ell} \\
& \leq 3 \cdot \underline{\beta}^{-1} \cdot\left\|\Psi D_{\sqrt{\pi \cdot \beta}}\right\|^{2} \cdot\left\|\left(\psi_{\ell} \psi_{\ell}^{*}-\mathbb{I}\right) z_{\ell}\right\|^{2} \cdot \beta_{\ell} \\
& \leq 3 \cdot \underline{\beta}^{-1} \cdot\left\|\Psi D_{\sqrt{\pi \cdot \beta}}\right\|^{2} \cdot\left\|z_{\ell}\right\|^{2} \cdot \beta_{\ell} \\
& \leq 1 / C \cdot \min \left\{1, \delta^{2}\right\} \cdot \beta_{\ell},  \tag{132}\\
9 / 2 \cdot\left\|D_{\sqrt{\beta}}^{-1} D_{\sqrt{\pi}} \ddot{И}^{*} D_{\sqrt{\pi}}\right\|^{2} & \leq 9 / 2 \cdot\left\|D_{\sqrt{\beta}}^{-1}\right\|^{2} \cdot\left\|D_{\sqrt{\pi}} \ddot{\Pi} D_{\sqrt{\pi}}\right\|^{2} \\
& \leq 9 / 2 \cdot \underline{\beta}^{-1} \cdot\left(\left\|\Phi D_{\sqrt{\pi \cdot \beta}}\right\| \cdot \varepsilon^{2} / 2+\left\|Z D_{\sqrt{\pi \cdot \beta}}\right\|\right)^{2} \cdot\left\|\Psi D_{\sqrt{\pi \cdot \beta}}\right\|^{2} \\
& \leq 1 / C \cdot \min \left\{1, \delta^{2}\right\} \cdot \beta_{\ell},  \tag{133}\\
3 / 2 \cdot \max _{k}\left\|e_{k}^{*} D_{\sqrt{\beta}}^{-1} \ddot{И}^{*} D_{\sqrt{\pi}}\right\|^{2} & \leq 3 / 2 \cdot\left\|\psi_{k}\right\|^{2} \cdot\left\|\left(\Phi \mathcal{E}-Z D_{\alpha}\right) D_{\sqrt{\pi \cdot \beta}}\right\|^{2} \\
& \leq 3 / 2 \cdot\left(\left\|\Phi D_{\sqrt{\pi \cdot \beta}}\right\| \cdot \varepsilon^{2} / 2+\left\|Z D_{\sqrt{\pi} \cdot \beta}\right\|\right)^{2} \\
& \leq \min \left\{1 / C, 2 \cdot \delta^{2}\right\} \cdot \beta_{\ell} . \tag{134}
\end{align*}
$$

By using Corollary 5 d we get

$$
\begin{align*}
& \left\|\mathbb{E}\left[\left(D_{\sqrt{\pi \cdot \beta}}\right)^{-1} \mathbb{I}_{\ell} R_{I}^{*} \ddot{И}_{I, I}^{*} \ddot{प}_{I, I} R_{I} \mathbb{I}_{\ell c}\left(D_{\sqrt{\pi \cdot \beta}}\right)^{-1} \mathbb{1}_{I}(\ell)\right]\right\| \\
& \quad \leq 3 / 2 \cdot \pi_{\ell} \cdot\left(3 \cdot\left\|D_{\sqrt{\beta}}^{-1} D_{\sqrt{\pi}} \ddot{И}^{*} e_{\ell}\right\|^{2}+\max _{k}\left(D_{\sqrt{\beta}}^{-1} \ddot{U}_{k \ell}^{*}\right)^{2}\right. \\
& \left.\quad+9 / 2 \cdot\left\|D_{\sqrt{\beta}}^{-1} D_{\sqrt{\pi}} \ddot{U}^{*} D_{\sqrt{\pi}}\right\|^{2}+3 / 2 \cdot \max _{k}\left\|e_{k}^{*} D_{\sqrt{\beta}}^{-1} \ddot{U}^{*} D_{\sqrt{\pi}}\right\|^{2}\right)
\end{aligned} \quad \begin{aligned}
& \leq 9 \cdot \min \left\{4 / 11, \delta^{2}\right\} \cdot \pi_{\ell} \beta_{\ell} .
\end{align*}
$$

We take a similar approach for $\left\|\mathbb{E}\left[\left(D_{\sqrt{\pi \cdot \beta}}\right)^{-1} \mathbb{I}_{\ell} R_{I}^{*} \ddot{H}_{I, I} \ddot{H}_{I, I}^{*} R_{I} \mathbb{I}_{\ell^{c}}\left(D_{\sqrt{\pi \cdot \beta}}\right)^{-1} \mathbb{1}_{I}(\ell)\right]\right\|$. We distinguish between the two cases $\delta>\delta_{\circ}$ and $\delta \leq \delta_{0}$. While in the first regime we simply get that

$$
\max _{k}\left(D_{\sqrt{\beta}}^{-1} \ddot{H}\right)_{k \ell}^{2} \leq \max _{i \neq j}\left|\left\langle\psi_{i}, \psi_{j}\right\rangle \beta_{j}^{1 / 2}\right|^{2} \leq \mu_{\sqrt{\beta}}(\Psi)^{2} \leq\left(\underline{\alpha} \gamma \nu^{2} \underline{\beta}^{1 / 2} / C\right)^{2}
$$

the second regime takes further attention. Following a similar approach as in (64) leads to

$$
\begin{aligned}
\max _{k}\left(D_{\sqrt{\beta}}^{-1} \ddot{H}\right)_{k \ell}^{2} & \leq \underline{\beta}^{-1} \cdot \max _{i \neq j}\left|\beta_{i}^{1 / 2}\left\langle\psi_{i}, \psi_{j}\right\rangle \beta_{j}^{1 / 2}\right|^{2} \\
& =\underline{\beta}^{-1} \cdot \max _{i \neq j}\left(\left|\beta_{i}^{1 / 2}\left\langle\phi_{i}, \phi_{j}\right\rangle \beta_{j}^{1 / 2}\right|+\left|\beta_{i}^{1 / 2}\left\langle\phi_{i}, \psi_{j}-\phi_{j}\right\rangle \beta_{j}^{1 / 2}\right|\right. \\
& \left.+\left|\beta_{i}^{1 / 2}\left\langle\psi_{i}-\phi_{i}, \psi_{j}\right\rangle \beta_{j}^{1 / 2}\right|\right)^{2} \\
& \leq \underline{\beta}^{-1} \cdot\left(\bar{\beta}^{1 / 2} \mu_{\sqrt{\beta}}(\Phi)+2 \bar{\beta}^{1 / 2} \max _{k}\left\|\left(\psi_{k}-\phi_{k}\right) \beta_{k}^{1 / 2}\right\|\right)^{2} \\
& \leq \underline{\beta}^{-1} \cdot\left(\bar{\beta}^{1 / 2} \mu_{\sqrt{\beta}}(\Phi)+2 \bar{\beta}^{1 / 2} \underline{\beta}^{1 / 2} \cdot \delta\right)^{2} \\
& \leq \underline{\beta}^{-1} \cdot\left(\bar{\beta}^{1 / 2} \underline{\alpha} \gamma \nu^{2} \underline{\beta}^{1 / 2} / C+\bar{\beta}^{1 / 2} \underline{\beta}^{1 / 2} \gamma \nu^{2} / C\right)^{2} \leq\left(2 \bar{\beta}^{1 / 2} \gamma \nu^{2} / C\right)^{2}
\end{aligned}
$$

Recalling that in both regimes $\left\|\Psi D_{\sqrt{\beta}}\right\| \leq \underline{\alpha} \gamma \nu \underline{\beta}^{1 / 2} / C$ we bound the following

$$
\begin{align*}
\left\|D_{\sqrt{ }} \dot{H} e_{\ell}\right\|^{2}=\left\|D_{\sqrt{\beta}}^{-1} D_{\sqrt{\pi}} \ddot{H} e_{\ell}\right\|^{2} & \leq\left\|D_{\sqrt{\beta}}\right\|^{2} \cdot\left\|D_{\sqrt{\beta}} \Psi^{*} \Psi D_{\sqrt{\beta}} e_{\ell}\right\|^{2} \\
& \leq \underline{\beta}^{-1} \cdot\left\|\Psi D_{\sqrt{\beta}}\right\|^{2} \cdot\|\psi\|^{2} \cdot \beta_{\ell} \leq(\underline{\alpha} \gamma \nu / C)^{2} \cdot \beta_{\ell} . \tag{136}
\end{align*}
$$

Using $\left\|D_{\sqrt{\pi}} \dot{H} D_{\sqrt{\pi}}\right\| \leq \beta^{-1 / 2} \cdot\left\|\Psi D_{\sqrt{\pi} \cdot \beta}\right\|^{2}$ and $\left\|e_{k}^{*} \dot{H} D_{\sqrt{\pi}}\right\| \leq\left\|\Psi D_{\sqrt{\pi} \cdot \beta}\right\|$ from (125) and 126) resp. and Corollary $5(\mathrm{~d})$, we obtain for the first regime that

$$
\begin{align*}
& \left\|\mathbb{E}\left[\left(D_{\sqrt{\pi \cdot \beta}}\right)^{-1} \mathbb{I}_{\ell c} R_{I}^{*} \ddot{H}_{I, I} \ddot{H}_{I, I}^{*} R_{I} \mathbb{I}_{\ell c}\left(D_{\sqrt{\pi \cdot \beta}}\right)^{-1} \mathbb{1}_{I}(\ell)\right]\right\| \\
& \leq 3 / 2 \cdot \pi_{\ell} \cdot\left(3 \cdot\left\|D_{\sqrt{\pi}} \dot{H} e_{\ell}\right\|^{2}+\max _{k}\left(D_{\sqrt{\beta}}^{-1} \ddot{H}\right)_{k \ell}^{2}\right. \\
& \\
& \left.\quad+9 / 2 \cdot\left\|D_{\sqrt{\pi}} \dot{H} D_{\sqrt{\pi}}\right\|^{2}+3 / 2 \cdot \max _{k}\left\|e_{k}^{*} \dot{H} D_{\sqrt{\pi}}\right\|^{2}\right) \\
& \leq \tag{137}
\end{align*}
$$

and for the second regime that

$$
\begin{equation*}
\left\|\mathbb{E}\left[\left(D_{\sqrt{\pi \cdot \beta}}\right)^{-1} \mathbb{I}_{\ell^{c}} R_{I}^{*} \ddot{H}_{I, I} \ddot{H}_{I, I}^{*} R_{I} \mathbb{I}_{\ell^{c}}\left(D_{\sqrt{\pi} \cdot \beta}\right)^{-1} \mathbb{1}_{I}(\ell)\right]\right\| \leq 9 \cdot \pi_{\ell} \cdot\left(2 \gamma \nu \bar{\beta}^{1 / 2} / C\right)^{2} \tag{138}
\end{equation*}
$$

Next we establish a bound for (117). Therefore we mainly use the calculations from (129)(138) and Lemma 13 . Recall that $\left\|\ddot{И}_{I, I}\left(\dot{\Psi}_{I}^{*} \dot{\Psi}_{I}\right)^{-1}\right\| \leq \min \left\{\gamma^{-1} \cdot 7 / 3,2 \delta / \nu\right\}=\Gamma$.

For the first term in (117) we use the inequalities of 129 and 135 after applying Lemma 13, yielding

$$
\begin{aligned}
\| \mathbb{E}_{\mathcal{G}} & {\left[\left(D_{\sqrt{\pi \cdot \beta}}\right)^{-1} \mathbb{I}_{\ell^{c}} R_{I}^{*} \ddot{И}_{I, I}^{*} \cdot \ddot{И}_{I, I} R_{I} e_{\ell}\right] \| } \\
& \leq\left\|\mathbb{E}\left[\left(D_{\sqrt{\pi \cdot \beta}}\right)^{-1} \mathbb{I}_{\ell^{c}} R_{I}^{*} \ddot{И}_{I, I}^{*} \ddot{И}_{I, I} R_{I} \mathbb{I}_{\ell^{c}}\left(D_{\sqrt{\pi \cdot \beta}}\right)^{-1} \mathbb{1}_{I}(\ell)\right]\right\|^{\frac{1}{2}} \cdot\left\|\mathbb{E}\left[\ddot{И}_{I, \ell}^{*} \ddot{И}_{I, \ell} \mathbb{1}_{I}(\ell)\right]\right\|^{\frac{1}{2}} \\
& \leq 3 \cdot \pi_{\ell} \beta_{\ell} \cdot \min \{2 / \sqrt{11}, \delta\} \cdot\left(\left\|\Phi D_{\sqrt{\pi \cdot \beta}}\right\| \cdot \varepsilon^{2} / 2+\left\|Z D_{\sqrt{\pi \cdot \beta}}\right\|\right) .
\end{aligned}
$$

Continuing in both regimes separately and using that $\underline{\alpha} \geq 1-\delta_{\circ}^{2} / 2 \geq 1-1 /\left(2 C^{2}\right) \geq 17 / 18$ results in

$$
\begin{align*}
& \delta>\delta_{\circ}:\left\|\mathbb{E}_{\mathcal{G}}\left[\left(D_{\sqrt{\pi \cdot \beta}}\right)^{-1} \mathbb{I}_{\ell} R_{I}^{*} \ddot{\Pi}_{I, I}^{*} \cdot \ddot{\Pi}_{I, I} R_{I} e_{\ell}\right]\right\| \\
& \leq 6 / \sqrt{11} \cdot \pi_{\ell} \beta_{\ell} \cdot \frac{3 \cdot \underline{\alpha} \gamma \nu \underline{\beta}^{1 / 2}}{4 C} \leq 14 / 10 \cdot \pi_{\ell} \beta_{\ell} \cdot \underline{\alpha} \underline{\beta}^{1 / 2} \nu^{-1} \cdot \delta_{o}  \tag{139}\\
& \delta \leq \delta_{\circ}: \quad\left\|\mathbb{E}_{\mathcal{G}}\left[\left(D_{\sqrt{\pi \cdot \beta}}\right)^{-1} \mathbb{I}_{\ell} R_{I}^{*} \ddot{И}_{I, I}^{*} \cdot \ddot{U}_{I, I} R_{I} e_{\ell}\right]\right\| \\
& \leq 3 \cdot \underline{\alpha} \cdot 18 / 17 \cdot \pi_{\ell} \beta_{\ell} \cdot \frac{\gamma \nu^{2}}{C} \cdot \delta \underline{\beta}^{1 / 2} \cdot(1 / C+1) \\
& \leq 4 / C \cdot \pi_{\ell} \beta_{\ell} \cdot \underline{\alpha} \underline{\beta}^{1 / 2} \cdot \delta . \tag{140}
\end{align*}
$$

For the second term we use the inequalities of $\sqrt[130]{ }$ and $\sqrt{135}$ to obtain

$$
\begin{aligned}
\| \mathbb{E}_{\mathcal{G}} & {\left[\left(D_{\sqrt{\pi \cdot \beta}}\right)^{-1} \mathbb{I}_{\ell c} R_{I}^{*} \ddot{U}_{I, I}^{*} \cdot \ddot{U}_{I, I}\left(\dot{\Psi}_{I}^{*} \dot{\Psi}_{I}\right)^{-1} \cdot \ddot{H}_{I, I} R_{I} e_{\ell}\right] \| } \\
& \leq\left\|\mathbb{E}\left[\left(D_{\sqrt{\pi \cdot \beta}}\right)^{-1} \mathbb{I}_{\ell c} R_{I}^{*} \ddot{प}_{I, I}^{*} \ddot{U}_{I, I} R_{I} \mathbb{I}_{\ell}\left(D_{\sqrt{\pi \cdot \beta}}\right)^{-1} \mathbb{1}_{I}(\ell)\right]\right\|^{\frac{1}{2}} \cdot \Gamma \cdot\left\|\mathbb{E}\left[\ddot{H}_{I, \ell}^{*} \ddot{H}_{I, \ell} \mathbb{1}_{I}(\ell)\right]\right\|^{\frac{1}{2}} \\
& \leq 3 \cdot \min \{1, \delta\} \cdot\left(\pi_{\ell} \beta_{\ell}\right)^{1 / 2} \cdot \Gamma \cdot\left(\pi_{\ell} \beta_{\ell}\right)^{1 / 2} \cdot\left\|\Psi D_{\sqrt{\pi \cdot \beta}}\right\| \\
& \leq 3 \cdot \min \{1, \delta\} \cdot \pi_{\ell} \beta_{\ell} \cdot \Gamma \cdot\left\|\Psi D_{\sqrt{\pi \cdot \beta}}\right\| .
\end{aligned}
$$

Continuing in both regimes separately leads to

$$
\begin{align*}
& \delta>\delta_{0}: \quad\left\|\mathbb{E}_{\mathcal{G}}\left[\left(D_{\sqrt{\pi \cdot \beta}}\right)^{-1} \mathbb{I}_{\ell} R_{I}^{*} \ddot{प}_{I, I}^{*} \cdot \ddot{И}_{I, I}\left(\dot{\Psi}_{I}^{*} \dot{\Psi}_{I}\right)^{-1} \cdot \ddot{H}_{I, I} R_{I} e_{\ell}\right]\right\| \\
& \leq 3 \cdot \pi_{\ell} \beta_{\ell} \cdot \gamma^{-1} \cdot 7 / 3 \cdot \underline{\alpha} \gamma \nu \underline{\beta}^{1 / 2} /(4 C) \\
& \leq 7 / 8 \cdot \pi_{\ell} \underline{\alpha} \beta^{1 / 2} \beta_{\ell} \cdot \gamma^{-1} \nu^{-1} \cdot \gamma \nu^{2} / C \leq 7 / 8 \cdot \pi_{\ell} \underline{\alpha} \beta^{1 / 2} \beta_{\ell} \gamma^{-1} \nu^{-1} \cdot \delta_{o},  \tag{141}\\
& \delta \leq \delta_{\circ}: \quad\left\|\mathbb{E}_{\mathcal{G}}\left[\left(D_{\sqrt{\pi \cdot \beta}}\right)^{-1} \mathbb{I}_{\ell} R_{I}^{*} \ddot{И}_{I, I}^{*} \cdot \ddot{И}_{I, I}\left(\dot{\Psi}_{I}^{*} \dot{\Psi}_{I}\right)^{-1} \cdot \ddot{H}_{I, I} R_{I} e_{\ell}\right]\right\| \\
& \leq 3 \cdot \pi_{\ell} \beta_{\ell} \delta \cdot 2 \delta \nu^{-1} \cdot \underline{\alpha} \gamma \nu \underline{\beta}^{1 / 2} / C \\
& \leq 3 / C \cdot \pi_{\ell} \cdot \gamma \nu^{2} / C \cdot 2 \delta \cdot \beta_{\ell} \cdot \underline{\alpha} \gamma \underline{\beta}^{1 / 2} \leq 3 / C^{2} \cdot \pi_{\ell} \underline{\alpha} \underline{\beta}^{1 / 2} \beta_{\ell} \gamma \cdot \delta . \tag{142}
\end{align*}
$$

For the next term we need the inequalities of 129,1137 ) and 138 , yielding

$$
\begin{aligned}
& \| \mathbb{E}_{\mathcal{G}} {\left[\left(D_{\sqrt{\pi \cdot \beta}}\right)^{-1} \mathbb{I}_{\ell c} R_{I}^{*} \ddot{H}_{I, I} \cdot\left(\dot{\Psi}_{I}^{*} \dot{\Psi}_{I}\right)^{-1} \ddot{U}_{I, I}^{*} \cdot \ddot{U}_{I, I} R_{I} e_{\ell}\right] \| } \\
& \leq\left\|\mathbb{E}\left[\left(D_{\sqrt{\pi \cdot \beta}}\right)^{-1} \mathbb{I}_{\ell c} R_{I}^{*} \ddot{H}_{I, I} \ddot{H}_{I, I}^{*} R_{I} \mathbb{I}_{\ell^{c}}\left(D_{\sqrt{\pi \cdot \beta}}\right)^{-1} \mathbb{1}_{I}(\ell)\right]\right\|^{\frac{1}{2}} \cdot \Gamma \cdot\left\|\mathbb{E}\left[\ddot{U}_{I, \ell}^{*} \ddot{U}_{I, \ell} \mathbb{1}_{I}(\ell)\right]\right\|^{\frac{1}{2}} \\
& \leq\left\|\mathbb{E}\left[\left(D_{\sqrt{\pi} \cdot \beta}\right)^{-1} \mathbb{I}_{\ell^{c}} R_{I}^{*} \ddot{H}_{I, I} \ddot{H}_{I, I}^{*} R_{I} \mathbb{I}_{\ell^{c}}\left(D_{\sqrt{\pi \cdot \beta}}\right)^{-1} \mathbb{1}_{I}(\ell)\right]\right\|^{\frac{1}{2}} \times \\
& \quad \times \Gamma \cdot\left(\beta_{\ell} \pi_{\ell}\right)^{1 / 2} \cdot\left(\left\|\Phi D_{\sqrt{\pi \cdot \beta}}\right\| \cdot \varepsilon^{2} / 2+\left\|Z D_{\sqrt{\pi \cdot \beta}}\right\|\right)
\end{aligned}
$$

Continuing in both regimes separately results in

$$
\begin{align*}
& \delta>\delta_{\circ}:\left\|\mathbb{E}_{\mathcal{G}}\left[\left(D_{\sqrt{\pi \cdot \beta}}\right)^{-1} \mathbb{I}_{\ell c} R_{I}^{*} \ddot{H}_{I, I} \cdot\left(\dot{\Psi}_{I}^{*} \dot{\Psi}_{I}\right)^{-1} \ddot{U}_{I, I}^{*} \cdot \ddot{И}_{I, I} R_{I} e_{\ell}\right]\right\| \\
& \leq 3 \cdot \pi_{\ell}^{1 / 2} \cdot \underline{\alpha} \gamma \nu \beta_{\ell}^{1 / 2} / C \cdot \gamma^{-1} \cdot 7 / 3 \cdot\left(\beta_{\ell} \pi_{\ell}\right)^{1 / 2} \cdot 3 \cdot \underline{\alpha} \gamma \nu \underline{\beta}^{1 / 2} /(4 C) \\
& \leq 11 /\left(2 C^{2}\right) \cdot \pi_{\ell} \underline{\alpha} \underline{\beta}^{1 / 2} \beta_{\ell} \cdot \delta_{0}  \tag{143}\\
& \delta \leq \delta_{\circ}: \quad\left\|\mathbb{E}_{\mathcal{G}}\left[\left(D_{\sqrt{\pi \cdot \beta}}\right)^{-1} \mathbb{I}_{\ell c} R_{I}^{*} \ddot{H}_{I, I} \cdot\left(\dot{\Psi}_{I}^{*} \dot{\Psi}_{I}\right)^{-1} \ddot{U}_{I, I}^{*} \cdot \ddot{И}_{I, I} R_{I} e_{\ell}\right]\right\| \\
& \leq 6 \cdot \pi_{\ell}^{1 / 2} \cdot \gamma \nu \bar{\beta}^{1 / 2} / C \cdot 2 \delta \nu^{-1} \cdot\left(\beta_{\ell} \pi_{\ell}\right)^{1 / 2} \cdot \gamma \nu^{2} / C \cdot \underline{\beta}^{1 / 2} \cdot(1 / C+1) \\
& \leq 13 / C^{2} \cdot \pi_{\ell} \underline{\alpha} \underline{\beta}^{1 / 2} \beta_{\ell} \gamma^{2} \nu^{3} \cdot \delta \leq 13 / C^{2} \cdot \pi_{\ell} \underline{\alpha} \underline{\beta}^{1 / 2} \beta_{\ell} \cdot \delta . \tag{144}
\end{align*}
$$

For the last term we employ the inequalities of (130), 137) and (138) after applying Lemma 13. yielding

$$
\begin{aligned}
\| \mathbb{E}_{\mathcal{G}} & {\left[D_{\sqrt{\pi}}^{-1} \mathbb{I}_{\ell c} R_{I}^{*} \ddot{H}_{I, I} \cdot\left(\Psi_{I}^{*} \Psi_{I}\right)^{-1} \ddot{U}_{I, I}^{*} \ddot{U}_{I, I}\left(\Psi_{I}^{*} \Psi_{I}\right)^{-1} \cdot \ddot{H}_{I, I} R_{I} e_{\ell}\right] \| } \\
& \leq\left\|\mathbb{E}\left[D_{\sqrt{\pi}}^{-1} \mathbb{I}_{\ell} R_{I}^{*} \ddot{H}_{I, I} \ddot{H}_{I, I}^{*} R_{I} \mathbb{I}_{\ell c} D_{\sqrt{\pi}}^{-1} \mathbb{1}_{I}(\ell)\right]\right\|^{\frac{1}{2}} \cdot \Gamma^{2} \cdot\left\|\mathbb{E}\left[\ddot{H}_{I, \ell}^{*} \ddot{H}_{I, \ell} \mathbb{1}_{I}(\ell)\right]\right\|^{\frac{1}{2}} \\
& \leq\left\|\mathbb{E}\left[D_{\sqrt{\pi}}^{-1} \mathbb{I}_{\ell^{c}} R_{I}^{*} \ddot{H}_{I, I} \ddot{H}_{I, I}^{*} R_{I} \mathbb{I}_{\ell c} D_{\sqrt{\pi}}^{-1} \mathbb{1}_{I}(\ell)\right]\right\|^{\frac{1}{2}} \cdot \Gamma^{2} \cdot\left(\beta_{\ell} \pi_{\ell}\right)^{1 / 2} \cdot\left\|\Psi D_{\sqrt{\pi \cdot \beta}}\right\| .
\end{aligned}
$$

Continuing in both regimes separately leads to

$$
\begin{array}{cc}
\delta>\delta_{\circ}: & \left\|\mathbb{E}_{\mathcal{G}}\left[D_{\sqrt{\pi}}^{-1} \mathbb{I}_{\ell} R_{I}^{*} \ddot{H}_{I, I} \cdot\left(\Psi_{I}^{*} \Psi_{I}\right)^{-1} \ddot{प}_{I, I}^{*} \ddot{प}_{I, I}\left(\Psi_{I}^{*} \Psi_{I}\right)^{-1} \cdot \ddot{H}_{I, I} R_{I} e_{\ell}\right]\right\| \\
& \leq 3 \cdot \pi_{\ell}^{1 / 2} \cdot \underline{\alpha} \gamma \nu \beta_{\ell}^{1 / 2} / C \cdot \gamma^{-2} \cdot 49 / 9 \cdot\left(\beta_{\ell} \pi_{\ell}\right)^{1 / 2} \cdot \underline{\alpha} \gamma \nu \underline{\beta}^{1 / 2} /(4 C) \\
& \leq 8 / C \cdot \pi_{\ell} \underline{\alpha} \underline{\beta}^{1 / 2} \beta_{\ell} \gamma^{-1} \cdot \gamma \nu^{2} / C \leq 8 / C \cdot \pi_{\ell} \underline{\beta}^{1 / 2} \beta_{\ell} \gamma^{-1} \cdot \delta_{o}, \\
\delta \leq \delta_{\circ}: \quad\left\|\mathbb{E}_{\mathcal{G}}\left[\left(D_{\sqrt{\pi} \cdot \beta}\right)^{-1} \mathbb{I}_{\ell} R_{I}^{*} \ddot{H}_{I, I} \cdot\left(\Psi_{I}^{*} \Psi_{I}\right)^{-1} \ddot{H}_{I, I}^{*} \ddot{U}_{I, I}\left(\Psi_{I}^{*} \Psi_{I}\right)^{-1} \cdot \ddot{H}_{I, I} R_{I} e_{\ell}\right]\right\| \\
& \leq 6 \cdot \pi_{\ell}^{1 / 2} \cdot \gamma \nu \bar{\beta}^{1 / 2} / C \cdot 4 \delta^{2} \nu^{-1} \cdot \underline{\alpha} \underline{\beta}^{1 / 2} \beta_{\ell}^{1 / 2} \gamma \nu / C \\
& \leq 24 / C^{2} \pi_{\ell} \underline{\alpha} \underline{\beta}^{1 / 2} \nu \beta_{\ell} \cdot \gamma \nu^{2} / C \cdot \delta \leq 12 / C^{3} \cdot \pi_{\ell} \underline{\alpha} \underline{\beta}^{1 / 2} \beta_{\ell} \cdot \delta . \tag{146}
\end{array}
$$

Substituting the bounds (139)-(146) into (117) yields

$$
\begin{align*}
& \delta>\delta_{0}: \quad\left\|\mathbb{E}_{\mathcal{G}}\left[\left(D_{\sqrt{\pi} \cdot \alpha}\right)^{-1} \mathbb{I}_{\ell c} R_{I}^{*}\left(\dot{\Psi}_{I}^{*} \dot{\Psi}_{I}\right)^{-1} \ddot{И}_{I, I}^{*} \ddot{प}_{I, I}\left(\dot{\Psi}_{I}^{*} \dot{\Psi}_{I}\right)^{-1} R_{I} e_{\ell} \mathbb{1}_{I}(\ell)\right]\right\| \\
& \leq \pi_{\ell} \cdot\left(14 / 10 \cdot \gamma^{-1} \nu^{-1} \cdot \delta_{\circ}+7 / 8 \cdot \gamma^{-1} \nu^{-1} \cdot \delta_{\circ}\right. \\
& \left.+11 /\left(2 C^{2}\right) \cdot \delta_{\circ}+8 / C \cdot \gamma^{-1} \cdot \delta_{\circ}\right) \\
& \leq 5 / 2 \cdot \pi_{\ell} \gamma^{-1} \nu^{-1} \cdot \delta_{0},  \tag{147}\\
& \delta \leq \delta_{\circ}: \quad\left\|\mathbb{E}_{\mathcal{G}}\left[\left(D_{\sqrt{\pi} \cdot \alpha}\right)^{-1} \mathbb{I}_{\ell} R_{I}^{*}\left(\dot{\Psi}_{I}^{*} \dot{\Psi}_{I}\right)^{-1} \ddot{И}_{I, I}^{*} \ddot{И}_{I, I}\left(\dot{\Psi}_{I}^{*} \dot{\Psi}_{I}\right)^{-1} R_{I} e_{\ell} \mathbb{1}_{I}(\ell)\right]\right\| \\
& \leq \pi_{\ell} \cdot\left(4 / C \cdot \delta+3 / C^{2} \cdot \delta+13 / C^{2} \cdot \delta+12 / C^{3} \cdot \delta\right) \\
& \leq 11 / 10 \cdot \pi_{\ell} \cdot \delta \text {. } \tag{148}
\end{align*}
$$

Next we want to restate several well-known lemmas and theorems, which we use throughout this thesis.

## A. 3 Matrix bounds

In this chapter we state useful matrix bounds on which we heavily rely in this thesis.
Theorem 10 (Matrix Chernoff inequality [33]) Let $X_{1}, \ldots, X_{N}$ be independent random positive semi-definite matrices taking values in $\mathbb{R}^{d \times d}$. Assume that for all $n \in\{1, \ldots, N\}$, $\left\|X_{n}\right\| \leq \eta$ a.s. and $\left\|\sum_{n=1}^{N} \mathbb{E}\left[X_{n}\right]\right\| \leq \mu_{\max }$. Then, for all $t \geq e \mu_{\max }$,

$$
\mathbb{P}\left(\left\|\sum_{n=1}^{N} X_{n}\right\| \geq t\right) \leq K\left(\frac{e \mu_{\max }}{t}\right)^{\frac{t}{\eta}}
$$

Theorem 11 (Matrix resp. vector Bernstein inequality [33], [18]) Consider a sequence $Y_{1}, \ldots, Y_{N}$ of independent, random matrices (resp. vectors) with dimension $d \times K$ (resp. d ). Assume that each random matrix (resp. vector) satisfies

$$
\left\|Y_{n}\right\| \leq r \quad \text { a.s. } \quad \text { and } \quad\left\|\mathbb{E}\left[Y_{n}\right]\right\| \leq m
$$

Then, for all $t>0$,

$$
\mathbb{P}\left(\left\|\frac{1}{N} \sum_{n=1}^{N} Y_{n}\right\| \geq m+t\right) \leq \kappa \exp \left(\frac{-N t^{2}}{2 r^{2}+(r+m) t}\right)
$$

where $\kappa=d+K$ for the matrix Bernstein inequality and $\kappa=28$ for the vector Bernstein inequality.

Theorem 12 (Operator norm of a random submatrix [22]) Let $\Psi$ be a dictionary and assume $I \subseteq \mathbb{K}$ is chosen according to the rejective sampling model with probabilities $p_{1}, \ldots, p_{K}$ such that $\sum_{i=1}^{K} p_{i}=S$. Further, let $D_{p}$ denote the diagonal matrix with the vector $p$ on its diagonal. Then

$$
\mathbb{P}\left(\left\|\Psi_{I}^{*} \Psi_{I}-\mathbb{I}\right\|>\vartheta\right) \leq 216 K \exp \left(-\min \left\{\frac{\vartheta^{2}}{4 e^{2}\left\|\Psi D_{p} \Psi^{*}\right\|}, \frac{\vartheta}{2 \mu(\Psi)}\right\}\right)
$$

Lemma 13 (Sums of products of matrices [8], [14]) Let $A_{n} \in \mathbb{R}^{d_{1} \times d_{2}}, B_{n} \in \mathbb{R}^{d_{2} \times d_{3}}$, $C_{n} \in \mathbb{R}^{d_{3} \times d_{4}}$. Then

$$
\left\|\sum_{n=1}^{N} A_{n} B_{n} C_{n}\right\| \leq\left\|\sum_{n=1}^{N} A_{n} A_{n}^{*}\right\|^{\frac{1}{2}} \max _{n}\left\|B_{n}\right\|\left\|\sum_{n=1}^{N} C_{n}^{*} C_{n}\right\|^{\frac{1}{2}}
$$

Theorem $14([22],[24])$ Let $\mathbb{P}_{B}$ be the probability measure corresponding to the Poisson sampling model with weights $p_{i}<1$ and $\mathbb{P}_{S}$ be the probability measure corresponding to the associated rejective sampling model with parameter $S$, $\mathbb{P}_{S}(I)=\mathbb{P}_{B}(I| | I \mid=S)$, as in Definition 1. Further, denote by $\mathbb{E}_{S}$ the expectation with respect to $\mathbb{P}_{S}$ and by $\pi_{S}$ the vector of first order inclusion probabilities of level $S$, meaning $\pi_{S}(i)=\mathbb{P}_{S}(i \in I)$ or equivalently $\pi_{S}=\mathbb{E}_{S}\left(\mathbf{1}_{I}\right)$. We have

$$
\begin{aligned}
\left(1-\|p\|_{\infty}\right) \cdot p_{i} & \leq \pi_{S}(i) \leq 2 \cdot p_{i}, \quad \text { if } \quad \sum_{k} p_{k}=S, \\
\pi_{S-1}(i) & \leq \pi_{S}(i), \\
\mathbb{P}_{S}(\{i, j\} \subseteq I) & \leq \pi_{S}(i) \cdot \pi_{S}(j), \quad \text { if } i \neq j .
\end{aligned}
$$

Further, defining for $L \subseteq[K]$ with $|L|<S$ the set $\mathcal{L}=\{I \subseteq[K]: L \subseteq I\}$, we have

$$
\mathbb{E}_{S}\left[\mathbf{1}_{I \backslash L} \mathbf{1}_{I \backslash L}^{*} \cdot \mathbb{1}_{\mathcal{L}}(I)\right] \cdot \prod_{\ell \in L}\left[1-\pi_{S}(\ell)\right] \preceq \mathbb{E}_{S-|L|}\left[\mathbf{1}_{I} \mathbf{1}_{I}^{*}\right] \cdot \prod_{\ell \in L} \pi_{S}(\ell) .
$$

Finally, if $\pi:=\pi_{S}$ satisfies $\|\pi\|_{\infty}<1$, then for any $K \times K$ matrix $A$ we have

$$
\left\|A \odot \mathbb{E}\left[\mathbf{1}_{I} \mathbf{1}_{I}^{*}\right]\right\| \leq \frac{1+\|\pi\|_{\infty}}{\left(1-\|\pi\|_{\infty}\right)^{2}} \cdot\left\|D_{\pi}[A-\operatorname{diag}(A)] D_{\pi}\right\|+\left\|\operatorname{diag}(A) D_{\pi}\right\|
$$
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