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Introduction: What is Algebraic
Geometry?

Algebraic geometry emerged from the quest of solving arbitrary systems of poly-
nomial equations over a field.
Systems of linear equations are considered exhaustively in linear algebra. �e algo-
rithm of Gauß provides a method to systematically compute all solutions to such
a system, by parameterizing them with only a finite amount of data. �is is also
due to the fact that the space of all solutions, an affine space, is geometrically easy
to understand. �ealgebra behind all of this is the theory of vector spaces and lin-
ear maps, which is quite well understood.
Passing to systemsofnon-linearpolynomial equationsmakes everythingmuchmore
complicated. Ingeneral there is no explicit algorithmproducingall solutions any-
more, and the geometry of the set of solutions is also much more complicated.
To simplify things, one thus only searches for solutions in an algebraically closed
field. �is avoids problems that would otherwise even arise in a one-dimensional
setup, as is well-known from the algebra courses. Further, instead of solving sys-
tems completely, we must restrict ourselves to classifying the solution sets up to
some suitable notion of isomorphism. Given an unknown system of equations,
one can then at least try to reduce it isomorphically to a system that is already
understood. �is approach culminates in the classification of all solution sets via
their associated affine coordinate rings. It completely translates the problem to al-
gebra, where it is often easier to solve. �is will be done in Section 1 of these lec-
ture notes.

Moreunexpected irregularities canarisewhensolving systemsofpolynomial equa-
tions. For example, already a system of two equations in many variables can be
unsolvable, although one would expect each equation to reduce the dimension
of the solution set by at most one. �is already happens in linear algebra when
considering non-homogeneous systems, but not for homogeneous systems. In
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2 Introduction

general such phenomena can be avoided by by homogenizing the problem, i.e. by
passing from affine to projective space. When adding points at infinity, the sets of
solutions suddenly behave muchmore regular. We will do this in Section 3.

On the other hand, the classification of solution sets up to isomorphism becomes
more complicated this way. �e approach via affine coordinate rings does not
admit a direct generalization. One thus weakens the notion of isomorphism to
some isomorphism almost everywhere. �is is called birational equivalence. Solving
one system completely then leads to an almost complete solution for any bira-
tionally equivalent system. For birational equivalence there again exists a purely
algebraic classification, via functionfields of systems. Wewill deal with this in Sec-
tion 4

�e name algebraic geometry comes from the fact that we will always switch be-
tween a geometric view on the solution sets, and an algebraic view on objects de-
rived from the system of equations. Some problems can be solved easier on one
side, some on the other. We will see many of such examples in the course.

In Section 2 we consider algorithmic aspects. For example, given an explicit sys-
tem of polynomial equations, we would like to decide whether the system is solv-
able or not. Since the considered fields are always infinite, we cannot just search
through all possible points until wefind a solution. However, there do existmeth-
ods to answer such questions computationally, even without numerical errors.
Its the theory of Gröbner bases that provides such methods, which are also imple-
mented in many computer algebra systems.

�e literature on algebraic geometry is almost uncountable, sowe just cite a short
selection here. An elementary approach as in these lecture notes can be found in
the books of Harris [6], Hulek [8], Shafarevich [10, 11] (and Fulton [5] for curves).
Hartshorne [7] containsa comprehensiveaccountof themodern theoryof schemes,
Eisenbud & Harris [4] provide a slightly easier introduction. For results on com-
mutative algebrawe recommend Atiyah&Macdonald [1], Eisenbud [3], and Lang
[9]. �e algorithmic aspects are for example described in Becker &Weispfenning
[2].

�ese lecture notes aremostly based onparts of the books of Shafarevich, andun-
published lecture notes of Claus Scheiderer at the University of Konstanz. How-
ever, I am responsible for errors, and I am more than happy for hints on such. I
thankMartin Berger for error corrections in a first version of this script, and Tom
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Drescher for providing many of the exercises, and for his help in translating the
initial German version into English. I also thank Daniel Scharler for providing
many interesting exercises on applications of algebraic geometry in kinematics.





Chapter 1

Affine Varieties

1.1 Reminder fromAlgebra
All rings appearing in these lecture notes are commutative and have amultiplicative
identity element 1. Most of the time we denote rings byR or S. Ideals of rings are
usually denoted by I or J .

Definition 1.1.1. Let I ⊆ R be an ideal.
(i) �e following set is also an ideal ofR (Exercise 2), called the radical of I :

√
I := {a ∈ R | ∃n ∈ N : an ∈ I} .

If I =
√
I, then I is called a radical ideal.

(ii) An element a ∈ R is called nilpotent if an = 0 holds for some n ∈ N. �e
ideal

Nil(R) :=
√

(0)

of all nilpotent elements is called nilradical ofR.
(iii) R is called reduced if Nil(R) = (0), i.e. if there are no nilpotent elements
except 0. 4

Remark 1.1.2. Obviously we have I ⊆
√
I for all ideals I. In general the inclusion

is proper. For example let R = Z and I = (n) with the prime decomposition
n = pe11 · · · perr .�en

√
I = (p1 · · · pr). 4

Lemma 1.1.3. Let I, J ⊆ R be ideals. �en

(i)
√
I ∩ J =

√
I ∩
√
J.

5



6 CHAPTER 1. AFFINE VARIETIES

(ii)
√
I = R⇔ I = R.

(iii) If I ⊆ J , then
√
J/I =

√
J/I in the quotient ringR/I.

Proof. Exercise 2.

As usual we denote with Spec(R) the set of all prime ideals ofR.

�eorem 1.1.4. For every ideal I ⊆ Rwe have
√
I =

⋂
p ∈ Spec(R)

I ⊆ p

p.

Proof. "⊆": Let s ∈
√
I, i.e. sn ∈ I for some n ∈ N. For every prime ideal p with

I ⊆ p the prime ideal property yields that sn ∈ p implies s ∈ p.
"⊇": Let s ∈ R \

√
I, i.e. sn /∈ I for all n ∈ N. Consider the multiplicative set

S = {1, s, s2, · · · } and the corresponding localizationRs := S−1R as well as the
natural homomorphism

ϕ : R→ Rs

a 7→ a/1.

We have that 1 /∈ IRs, otherwise 1/1 = a/sn would hold for some a ∈ I, n ∈ N,
and this implies sm ∈ I for somem, a contradiction.
Hence there is amaximal idealm inRs over IRs, and p := ϕ−1(m) is then a prime
ideal inRwith I ⊆ p. Because s/1 is invertible inRs, this implies s /∈ p.

Corollary 1.1.5. Nil(R) is the intersection of all prime ideals inR.

Recall that a ringR is called noetherian, if every ideal inR is finitely generated.

�eorem 1.1.6. IfR is a noetherian ring, then so isR[t].

Proof. Assume I ⊆ R[t] is an ideal that is not finitely generated. Iteratively we
choose p1, p2, . . . ∈ I such that pn+1 has minimal degree in I \ (p1, . . . , pn). For
dn = deg(pn)we have d1 6 d2 6 · · · . Now let an ∈ R be the leading coefficient
of the polynomial pn. Consider the ideal

J = (an | n ∈ N) ⊆ R.
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Since J is finitely generated by the assumption onR, there exists an identity

am+1 =
m∑
i=1

biai

with bi ∈ R. Define

g := pm+1 −
m∑
i=1

bipit
dm+1−di .

By our construction we have deg(g) < deg(pm+1), since the leading coefficients
cancel. On the other hand, pm+1 ∈ I \ (p1, . . . , pm) implies

g ∈ I \ (p1, . . . , pm).

�is contradicts the choice of pm+1.

Corollary 1.1.7 (Hilbert’s Basis�eorem). Let k be a field. �en k[x] is noetherian.

Proof. Afield only has the two ideals (0) and (1), both are finitely generated. Now
apply�eorem 1.1.6 iteratively on the adjunction of each individual variable.

�emost important fundamental theorem in classical algebraic geometry is cer-
tainlyHilbert’sNullstellensatz. We are going to prove it in its field-theoretic form
first and interpret it in a geometric fashion afterwards. Before we can prove it
however, we have to study the so called integrality of ring extensions. �is is a
variant form of the notion of algebraic field extensions that is specifically suited
for rings.

Definition 1.1.8. LetR ⊆ S be a ring extension.
(i) An element b ∈ S is called integral overR if there are a0, . . . , an−1 ∈ R such
that

a0 + a1b+ · · ·+ an−1b
n−1 + bn = 0.

Such an equation is called integrality equation for b overR.
(ii) S is called integral overR if every element b ∈ S is integral overR. 4

Remark 1.1.9. (i) �e important detail for the integrality of b is that the corre-
sponding integrality equationmust bemonic. IfR is a field, then obviously every
nontrivial equation can be normalized. Hence, in this case the integral elements
in S overR are just the algebraic elements.
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(ii) ForZ ⊆ Q the only integral elements overZ inQ are the elements ofZ itself.
More generally this is true for the inclusion R ⊆ K of an unique factorization
domain in its field of fractions (Exercise 5).
(iii) For R ⊆ S and b1, . . . , bm ∈ S we define R[b1, . . . , bm] as the subring of S
generated by b1, . . . , bm andR, i.e.

R[b1, . . . , bm] =

{∑
e∈Nm

aeb
e1
1 · · · bemm | ae ∈ R

}
.

If we regardS asR-module, thenR[b1, . . . , bm] is a submodule, and in particular
anR-module by itself. 4

�eorem 1.1.10. LetR ⊆ S be a ring extension and b1, . . . , bm ∈ S. �en the following
are equivalent:

(i) b1, . . . , bm are integral overR.

(ii) R[b1, . . . , bm] is finitely generated asR-module.

(iii) R[b1, . . . , bm] is integral overR.

Proof. (i)⇒ (ii): By solving the integrality equation of b1 for bn1 we obtain

bn1 = −
(
an−1b

n−1
1 + · · ·+ a0

)
for certain ai ∈ R. So we can replace the nth power of b1 with lower powers of
b1 and coefficients in R. By doing the analogue procedure with bi we see that
R[b1, . . . , bm] is generated by finitely many products be11 · · · bemm .
(ii)⇒ (iii): Finitely many elements 1 = c1, . . . , cn generate theR-moduleM :=
R[b1, . . . , bm]. Now let c ∈M be arbitrary. SinceM is also a ring, we have c · ci ∈
M and thus there are aij ∈ R such that

c · ci =
n∑
j=1

aijcj.

For the matrix
A = (aij)i,j ∈ Matn(R)

we then have

A

 c1
...
cn

 = c

 c1
...
cn

 .
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So (c1, . . . , cn)t is in the kernel of

N := cIn − A.

Since
adj(N) ·N = det(N) · In

we obtain

det(N) ·

 c1
...
cn

 = 0.

Now c1 = 1 implies det(N) = 0. From the Leibniz formula for determinants we
see

det(N) = cn + an−1c
n−1 + · · ·+ am

for certain ai ∈ R. �is yields an integrality equation of c overR.
(iii)⇒ (i) is trivial.

1.2 Affine Algebraic Varieties
From now on let k always be an arbitrary field, andK an algebraically closed exten-
sion field of k. For example we can chooseK = k to be the algebraic closure of k.
ButK can also be bigger, e.g. k = Q andK = C. Essential will only be thatK is
algebraically closed! �e field k is also called coefficient field andK is also called
coordinate field. With xwe denote the n-tuple of variables (x1, . . . , xn).

Definition 1.2.1. (i) Let P ⊆ k[x] be a set of polynomials. We define

V(P ) = {a ∈ Kn | p(a) = 0 ∀p ∈ P}

and callV(P ) the affine variety definedbyP . It is the solution set (overK) of the
system of polynomial equations defined by P .
(ii) A subset V ⊆ Kn is called affine k-variety if V = V(P ) for a set P ⊆ k[x].
Affine k-varieties are thus the solutions sets for systems of polynomial equations
(with coefficients in k).
(iii) A hypersurface is a variety defined by a single polynomial, that is a variety of
the form V(p) for some p ∈ k[x].
(iv) IfW ⊆ V are affine k-varieties, thenW is called a subvariety of V .
(v)An := Kn is called the n-dimensional affine space. 4
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Example 1.2.2. Notice: �e following figures only show the real points of the re-
spective affine variety in A2. However as is well known, R is not algebraically
closed and we actually should consider the varieties over K = C for instance.
Due to the dimension this is graphically hardly possible. But the real image usu-
ally (not always!) gives a good impression on the variety.
(i) Let P = {1− x2

1 − x2
2} ⊆ Q[x1, x2]. �en V(P ) is a circle.

(ii) Let P = {x1x2} ⊆ Q[x1, x2]. �en V(P ) is the union of the two coordinate
axis.

(iii) LetP = {x2
2−x2

1(x1 + 1)} ⊆ Q[x1, x2]. �enV(P ) has the form of a ribbon.

(iv) Let P = {x2
2 − x3

1} ⊆ Q[x1, x2]. �en V(P ) is a curve with a cusp.

(v) Let P = {x2
1 + x2

2} ⊆ Q[x1, x2]. Here the real image only shows the point
(0, 0). But we also have for example (1, i) ∈ V(P ). Even worse is the case P =
{x2

1 + x2
2 + 1}, in which we don’t see anything in the real image. But again the

variety is not empty, for example we have (0, i) ∈ V(P ).
(vi)�e following image showsapart of anaffinehypersurface inA3. �edefining
equation has degree 6:
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(vii) �us far the images have always shown hypersurfaces. But there are many
more varieties besides hypersufaces. For instance every point a ∈ kn ⊆ An is an
affine k-variety because

{a} = V(x1 − a1, . . . , xn − an)

and x1 − a1, . . . , xn − an ∈ k[x]. For a ∈ An \ kn this is not true anymore. For
example {i} ⊆ C = A1 is not an affine R-variety. Every real polynomial that
vanishes on imust also vanish on−i. But we have

i ∈ {i,−i} = V(x2
1 + 1) ⊆ C = A1.

When we consider k = Q, K = C we get examples where this is even more ob-
vious. �e only polynomial inQ[x] that vanishes on the point a = π ∈ A1 is the
zero polynomial. In particular, the only affine Q-variety in A1 that contains the
point a is the entire affine space. 4

Lemma 1.2.3. LetP ⊆ k[x] and let I = (P ) be the ideal in k[x] generated byP . �en

V(P ) = V(I) = V
(√

I
)
.

Proof. WehaveP ⊆ I ⊆
√
I, and thusV(

√
I) ⊆ V(I) ⊆ V(P ). Now let p ∈

√
I,

that is
pm =

∑
i

fipi

where pi ∈ P, fi ∈ k[x]. From this we see that a ∈ V(P ) implies pm(a) = 0, and
since fields don’t have nontrivial zero divisors, we obtain p(a) = 0.�erefore we
have p = 0 on V(P ), and this shows V(P ) ⊆ V(

√
I).
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Corollary 1.2.4. Every affine k-varietyV is of the form

V = V(p1, . . . , pr)

with finitely many polynomials p1, . . . , pr ∈ k[x].

Proof. Let V = V(P ) with P ⊆ k[x]. �en we have (P ) = (p1, . . . , pr) by Corol-
lary 1.1.7, and from Lemma 1.2.3 we get V = V(p1, . . . , pr).

Lemma 1.2.5. (i) ∅,An are affine k-varieties.
(ii)V1, V2 ⊆ An affine k-varieties⇒ V1 ∪ V2 affine k-variety.
(iii)Vλ ⊆ An affine k-varieties (λ ∈ Λ)⇒

⋂
λ∈Λ Vλ affine k-variety.

(iv) V ⊆ An,W ⊆ Am affine k-varieties⇒ V ×W ⊆ An × Am = An+m affine
k-variety.

Proof. (i): ∅ = V(1),An = V(0). (ii): For two ideals I1, I2 ⊆ k[x]we have

V(I1) ∪ V(I2) = V(I1 ∩ I2) = V(I1I2).

Both inclusions "⊆" are clear because the ideals get smaller. Now let a ∈ V(I1I2)
and a /∈ V(I1). �e there is a p ∈ I1 with p(a) 6= 0. For every q ∈ I2 we have
pq ∈ I1I2, and thus 0 = (pq)(a) = p(a)q(a). Since fields don’t have nontrivial
zero divisors, it follows that q(a) = 0 holds for all q ∈ I2, hence a ∈ V(I2).
(iii): For Vλ = V(Pλ)with Pλ ⊆ k[x]we obviously have

⋂
λ Vλ = V(

⋃
λ Pλ).

(iv): Let uswriteV = V(P ) andW = V(Q) for certain subsetsP ⊆ k[x1, . . . , xn]
andQ ⊆ k[y1, . . . , ym]. �en P ∪Q ⊆ k[x1, . . . , xn, y1, . . . , ym] and

V ×W = V(P ∪Q).

Wewant to put the constructions from the previous proof on record:

Corollary 1.2.6. Let I1, I2, Iλ (λ ∈ Λ) be ideals in k[x]. �enwe have

V(I1) ∪ V(I2) = V(I1 ∩ I2) = V(I1I2)

and ⋂
λ∈Λ

V(Iλ) = V
(∑

Iλ

)
.

Definition 1.2.7. Let V ⊆ An be an arbitrary subset. �en

I(V ) := {p ∈ k[x] | p(a) = 0 ∀a ∈ V }

is called the vanishing ideal of V . 4
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Lemma 1.2.8. LetV,W ⊆ An be subsets. �en
(i) I(V ) is a radical ideal.
(ii)V ⊆ W ⇒ I(W ) ⊆ I(V ).
(iii) I(V ∪W ) = I(V ) ∩ I(W ).
(iv) In caseV is an affine k-variety we haveV(I(V )) = V.
(v) Every descending chainV1 ⊇ V2 ⊇ · · · of affine k-varieties becomes stationary.

Proof. (i)-(iii) are clear. For (iv) let V = V(I) for some ideal I. �en we have
I ⊆ I(V ), and thus V = V(I) ⊇ V(I(V )). �e other inclusion "⊆" is clear. In
(v) we obtain the ascending chain of ideals I(V1) ⊆ I(V2) ⊆ · · · , which becomes
stationary by Hilbert’s Basis �eorem. After applying V(·) we get from (iv) that
the chain of the Vi becomes stationary as well.

�eorem 1.2.9 (Hilbert’s Nullstellensatz, field theoretic form). Let F/k be a field
extension such thatF is finitely generated as k-algebra. �enF/k is finite (and thus alge-
braic).

Proof. �ere are α1, . . . , αn ∈ F with F = k[α1, . . . , αn]. We proof the claim by
induction on n.
n = 1: Since F = k[α] is a field, there is a polynomial p ∈ k[t]with α−1 = p(α).
�is implies α · p(α) − 1 = 0, and hence α is algebraic over k. But then the
extension is finite.
n−1→ n: We haveF = k(α1)[α2, . . . , αn] becauseF is a field. By the induction
hypothesis α2, . . . , αn are algebraic over k(α1). It is now enough to show that α1

is algebraic over k. �en the entire extension F/k is algebraic and thus finite.
Now α2, . . . , αn being algebraic over k(α1)means that there are identities

uiα
d
i +

d−1∑
j=0

rijα
j
i = 0

with ui, rij ∈ k[α1] (possible denominators have been cleared). Consider u :=
u2 · · ·un ∈ k[α1].�en α2, . . . , αn are integral over the ring k[α1, 1/u], and by
�eorem 1.1.10 the ring F is an integral extension of k[α1, 1/u]. Assume α1 is
transcendent over k, i.e. k[α1] is isomorphic to a polynomial ring. �en we can
choose an irreducible polynomial p ∈ k[α1] such that p - u (there are infinitely
many irreducible polynomials in theunique factorizationdomaink[α1]). Now for
p−1 there exists an integrality equation

p−m + b1p
−(m−1) + · · ·+ bm = 0
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with bi ∈ k[α1, 1/u]. Multiplication by pm and a sufficiently large power of u
yields

ur + a1p+ · · ·+ amp
m = 0

with ai ∈ k[α1].�is implies p | u, a contradiction.

Corollary 1.2.10. LetA be a finitely generated k-algebra and letm be amaximal ideal in
A. �enA/m is a finite field extension of k.

Proof. A/m is still finitely generated as k-algebra and also a field.

Corollary 1.2.11 (Hilbert’sNullstellensatz, geometric form). LetI ( k[x]beaproper
ideal. �enV(I) 6= ∅.

Proof. Choose a maximal idealm of k[x] with I ⊆ m. By Corollary 1.2.10 k[x]/m
is a finite field extension of k. Hence there is a k-embedding of k[x]/m intoK,
and we can assume

k ⊆ k[x]/m ⊆ K.

Now let ai := xi, the residue class of xi in k[x]/m ⊆ K. For every p ∈ k[x] we
then have

p(a) = p(x) = p,

and for p ∈ I (even for p ∈ m) this implies p(a) = 0.�us a ∈ V(I).

Remark 1.2.12. In the last proof, without Corollary 1.2.10 we would only get that
V(I) has an element over some extension field of k (namely k[x]/m). With Corol-
lary 1.2.10we see that there exists an element over afinite extensionfield and thus
over any algebraically closed extension field. Over k itself this does not have to be
the case, as we can see for example for k = Q and I = (x2 − 2), or k = R and
I = (x2 + 1). 4

Remark 1.2.13. Corollary 1.2.11 says that a system of polynomial equations

p1 = 0, . . . , pr = 0

with pi ∈ k[x] does not have a solution overK if and only if there is an identity of
the form

q1p1 + · · ·+ qrpr = 1

with qi ∈ k[x]. In Chapter 2 we will see how this last condition, and thus the
solvability of polynomial equation systems, can be checked algorithmically. 4
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�eorem1.2.14 (Hilbert’sNullstellensatz, ideal theoretic form). For every ideal I ⊆
k[x]we have

I(V(I)) =
√
I.

Proof. "⊇" is clear. For "⊆" let 0 6= p ∈ I(V(I)). Consider the ideal

J = (I, tp− 1) ⊆ k[t, x].

Since p ≡ 0 on V(I), we have V(J) = ∅. By Corollary 1.2.11 there is an identity

1 = a(tp− 1) +
∑
i

bipi

with a, bi ∈ k[t, x] and pi ∈ I. Substituting p−1 for t and multiplying with a
sufficiently large power of p yields

pr =
∑
i

b̃ipi,

with b̃i ∈ k[x], hence p ∈
√
I.

Remark 1.2.15. Note that�eorem 1.2.14 is true for any choice of the algebraically
closedfieldK, and that

√
I does not depend on this choice. �us it does not really

matter over which algebraically closed fieldK we consider the variety. 4

Example 1.2.16. For a hypersurface V ⊆ An, say V = V(p), such that

p = pe11 · · · perr

is the decomposition into irreducible polynomials, we have

I(V ) = (p1 · · · pr). 4

Corollary 1.2.17. Let I, J ⊆ k[x] be ideals. �enwe have

V(I) ⊆ V(J)⇔
√
J ⊆
√
I.

Proof. From V(I) ⊆ V(J) it obviously follows that I(V(J)) ⊆ I(V(I)), and by
�eorem 1.2.14 therefore

√
J ⊆

√
I. �e other implication follows from Lemma

1.2.3 since V(I) = V(
√
I) and V(J) = V(

√
J).
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Corollary 1.2.18. �emapping V 7→ I(V ) is an inclusion-reversing bijection between
the set of all affine k-varieties in An and the set of all radical ideals in k[x]. �e inverse
mapping is given by I 7→ V(I).

Proof. Lemma 1.2.8 (iv) , �eorem 1.2.14, and Corollary 1.2.17.

Remark 1.2.19. (i) In particular, maximal ideals in k[x] correspond to minimal
affine k-varieties 6= ∅.
(ii) Let a ∈ kn ⊆ An. �en we have {a} = V(ma), where

ma = (x1 − a1, . . . , xn − an).

It is easy to see that I({a}) = ma holds. In particularma is maximal.
(iii) Not every maximal ideal m ⊆ k[x] has to be of the form ma, and not every
minimal variety 6= ∅has to beof the form{a}. Fork = R andK = C for instance,
m = (x2

1 + 1) is maximal in R[x1] and corresponds to the minimal R-variety
{i,−i} ⊆ A1. 4

Corollary 1.2.20. �emappinga 7→ ma is abijectionbetweenkn and themaximal ideals
in k[x]with residue field k. In case k = k, these are all maximal ideals in k[x].

Proof. �e injectivity is clear, and we have k[x]/ma = k. For the surjectivity let
m ⊆ k[x] be a maximal ideal with k[x]/m = k. Let ai := xi ∈ k. �en we have
xi − ai = 0, and thusma ⊆ m. From this we get equality. Since k[x]/m is a finite
field extension of k for every maximal ideal by Corollary 1.2.10, we always have
k[x]/m = k in case k = k.

1.3 �eZariski Topology
Definition 1.3.1. �e k-Zariski topology on An has the affine k-varieties as its
closed sets. �e k-Zariski topology on a subsetX ⊆ An is the induced subspace
topology. 4

As long as we speak about k-varieties, all subsequent topological notions always
refer to the k-Zariski topology.

Remark/Example 1.3.2. (i) �e k-Zariski topology is indeed a topology. �is is a
consequence of Lemma 1.2.5.
(ii) �e Zariski topology is the most natural topology on An, since the definition
onlyneedspolynomial equations, i.e. just the alreadygivenfield structure is used.
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(iii) In the case k = k = K the closed subsets ofA1 are exactly the finite subsets,
as well asA1 (cf. Exercise 9).
(iv)�e Zariski topology onAn+m = An×Am does not coincide with the product
topology (Exercise 17).
(v) For k ⊆ k′ ⊆ K the k′-Zariski topology is in general finer than the k-Zariski
topology. For instance {i} ⊆ A1 = C1 is closed in the C-Zariski topology, but
not in theR-Zariski topology.
(vi) For every p ∈ k[x] the set

D(p) := {a ∈ An | p(a) 6= 0}

is open. Every open set is of the form

D(p1) ∪ · · · ∪ D(pr),

where p1, . . . , pr ∈ k[x] (cf. Corollary 1.2.4).
(vii) �emap

a 7→ (1/p(a), a)

defines a canonical bijection between the open set D(p) ⊆ An and the variety
V(tp− 1) ⊆ An+1. 4

Lemma 1.3.3. (i) ForX ⊆ An we haveX = V(I(X)).
(ii)U1 ∩U2 6= ∅ holds for any two nonempty open setsU1, U2 ⊆ An. In particular, every
nonempty open set is dense inAn.
(iii)�e Zariski topology is not Hausdorff.

Proof. (i) V(I(X)) is closed and containsX, which shows "⊆". For "⊇" note that
I(X) ⊇ I(X) and thus V(I(X)) ⊆ V(I(X)) = X (Lemma 1.2.8 (iv)).
(ii) D(p) ∩ D(q) = ∅ implies pq ≡ 0 on An and therefore pq = 0, since K is
infinite. It follows that p = 0 or q = 0, or equivalentlyD(p) = ∅ orD(q) = ∅.
(iii) Follows immediately from (ii).

Definition 1.3.4. LetX be a topological space.
(i)X is called irreducible ifX 6= ∅ and for all closed subsetsA,B ⊆ X we have

X = A ∪B ⇒ A = X orB = X.

OtherwiseX is called reducible.
(ii) Y ⊆ X is called irreducible component ofX if Y is a maximal irreducible
subset ofX (w.r.t. set inclusion and the subspace topology). 4
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Remark1.3.5. For a subsetY ⊆ X the irreducibility (w.r.t. the subspace topology)
can be stated as follows:

A,B closed inX, Y ⊆ A ∪B ⇒ Y ⊆ A or Y ⊆ B.

Note that irreducibility is a property of a topological space itself, and is not de-
fined relative to an ambient space (in contrast to e.g. closedness). 4

Lemma 1.3.6. LetX 6= ∅ be a topological space.
(i)�e following are equivalent:

(a)X is irreducible.
(b) Every nonempty open subset ofX is dense.
(c) Any two nonempty open subsets ofX have a nonempty intersection.

(ii) ForY ⊆ X we have: Y irreducible⇔ Y irreducible.
(iii) Every irreducible component ofX is closed.

Proof. Exercise 21.

Remark/Example 1.3.7. (i) ForHausdorff spaces thenotionof irreducibility is not
quite meaningful. A Hausdorff spaceX is irreducible if and only if |X| = 1. In
particular, the irreducible components of aHausdorff space are just the singleton
subsets.
(ii)An is irreducible in the k-Zariski topology. �is follows fromLemma 1.3.3 and
Lemma 1.3.6. 4

Lemma 1.3.8. Every irreducible subset of a topological spaceX is contained in an irre-
ducible component ofX. In particular,X is the union of its irreducible components.

Proof. Let Y ⊆ X be irreducible. Consider

M = {Z ⊆ X | Z irreducible, Y ⊆ Z} .

M is not empty since Y ∈ M. Let (Zλ)λ∈Λ be a chain inM. �en
⋃
λ Zλ is still

irreducible: From
⋃
λ Zλ ⊆ A∪BwithA,B closed it follows for allλ thatZλ ⊆ A

orZλ ⊆ B. Because theZλ form a chain, it must be the same case for all λ.
�erefore

⋃
λ Zλ ∈ M, and by Zorn’s LemmaM has a maximal element. �is is

obviously an irreducible component ofX containing Y .
�e second assertion follows from the fact that {x} ⊆ X is irreducible for all
x ∈ X.

Remark 1.3.9. Every irreducible topological space is connected. In particular, ev-
ery connected component ofX is the union of irreducible components ofX. 4
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Definition 1.3.10. A topological spaceX is called noetherian if every descending
chainA1 ⊇ A2 ⊇ · · · of closed subsets ofX becomes stationary. 4

Lemma 1.3.11. For a topological spaceX the following are equivalent:
(i)X is noetherian.
(ii) Every nonempty system of closed subsets ofX contains aminimal element.
(iii) Every open subset ofX is quasi-compact, i.e. every open cover has a finite subcover.

Proof. Exercise 22.

Example1.3.12. (i) Every subspaceof anoetherian topological space is itself noethe-
rian.
(ii)An is noetherian in the k-Zariski topology (Lemma 1.2.8 (v)).
(iii) Every affine k-variety is noetherian in the k-Zariski topology. 4

�eorem 1.3.13. LetX be a noetherian topological space. �en
(i)X has only finitely many irreducible components.
(ii) IfX1, . . . , Xr are the pairwise distinct irreducible components ofX , then

Xi *
⋃
j 6=i

Xj

for all i = 1, . . . , r.
(iii) IfX = Y1 ∪ · · · ∪ Ys is a covering with closed irreducible subsetsYi which satisfy

Yi *
⋃
j 6=i

Yj

for all i = 1, . . . , s, thenY1, . . . , Ys are the irreducible components ofX.

Proof. (i) LetM be the set of all closed subsets of X that are not the union of
finitely many irreducible subsets. We show thatM = ∅. AssumeM 6= ∅. �en
there exists a minimal element Y inM, sinceX is noetherian. But then Y must
be reducible, that is Y = Y1 ∪ Y2 with Yi ⊆ X closed and Y1, Y2 ( Y.�is im-
plies Y1, Y2 /∈ M, and hence Y1, Y2 are both a union of finitely many irreducible
subsets and so is Y , a contradiction.
In particular X is the union of finitely many irreducible subsets and by Lemma
1.3.8 of finitely many irreducible componentsX1, . . . , Xr. Now let Z be another
irreducible component ofX. �en

Z =
r⋃
i=1

Z ∩Xi,
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and since the Xi are closed and Z is irreducible, it follows Z ⊆ Xi for some i.
BecauseZ is even an irreducible component, we have equality. �is proves (i).
(ii) FromXi ⊆

⋃
j 6=iXj we obtainXi ⊆

⋃
j 6=iXi ∩ Xj, and as beforeXi ⊆ Xj

for some j 6= i, a contradiction.
(iii) Again let X1, . . . , Xr be the irreducible components of X. As before Xi ⊆⋃
j Yj ∩ Xi implies Xi ⊆ Yj for some j, and thus equality. So the irreducible

components ofX are among the Yj. From Yi *
⋃
j 6=i Yj it follows that there are

no further sets among the Yj.

Corollary 1.3.14. LetV be anaffinek-variety.�en there are irreducible affinek-varieties
V1, . . . , Vr with

V = V1 ∪ · · · ∪ Vr
and

Vi *
⋃
j 6=i

Vj

for i = 1, . . . , r.�ese constraints uniquely determine theVi as the irreducible components
ofV .

�eorem 1.3.15. LetV be an affine k-variety. �en

V irreducible ⇔ I(V ) ⊆ k[x] prime ideal.

Proof. Let I := I(V ) and thus V = V(I).
First assume V is irreducible. V 6= ∅ implies I 6= (1). Let p, q ∈ k[x] such that
pq ∈ I. �en we have V ⊆ V(p) ∪ V(q), and from the irreducibility of V we
deduce w.l.o.g. V ⊆ V(p). �is means p ∈ I. �erefore I is a prime ideal.
Now assume I is a prime ideal and

V ⊆ V(I1) ∪ V(I2) = V(I1I2)

for two ideals I1, I2 ⊆ k[x].�is implies I1I2 ⊆ I and from I being a prime
ideal we obtain w.l.o.g. I1 ⊆ I. �is in turn yields V ⊆ V(I1), and thus V is
irreducible.

Corollary 1.3.16. �e mapping p 7→ V(p) defines an inclusion-reversing bijection be-
tween Spec(k[x]) and the set of all irreducible affine k-varieties inAn.

Corollary 1.3.17. Every ideal I ⊆ k[x] is contained in only finitelymanyminimal prime
ideals p1, . . . , pr.We have √

I = p1 ∩ · · · ∩ pr.

p1, . . . , pr are called theminimal prime divisors of I.
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Proof. �eminimal prime ideals over I are theminimal prime ideals over
√
I, and

byCorollary 1.2.18 andCorollary 1.3.16 these exactly correspond to themaximal ir-
reducible subsets of V = V(I), of which there are only finitelymany by Corollary
1.3.14. According to �eorem 1.1.4 the intersection of the minimal prime ideals
containing I is the radical of I.

Example 1.3.18. (i) Let V = V(p) be a hypersurface, and let p1, . . . , pr the irre-
ducible factors of p. �en the varieties V(pi) are the irreducible components of
V , and the ideals (pi) are the minimal prime divisors of (p).
(ii)�evarietyV(x1x2) (cf. Example 1.2.2 (ii)) has the two irreducible components
V(x1) and V(x2). Here V is connected.
(iii) �e variety V(x1(x1 − 1), x2(x1 − 1)) has the two irreducible components
V(x1 − 1) and V(x1, x2). �e easiest way to see this is Corollary 1.3.14. Here the
irreducible components are also the connected components.
(iv) �e variety V = V(x2

1 + x2
2) ⊆ A2 = C2 is irreducible in the R-Zariski

topology, because x2
1 + x2

2 is irreducible in R[x1, x2]. However, in the C-Zariski
topology V is reducible:

V = V(x1 + ix2) ∪ V(x1 − ix2).

In both topologies V is connected. 4

1.4 Regular Functions andMorphisms
Let V ⊆ An be an affine k-variety. Every polynomial p ∈ k[x] defines a poly-
nomial map p : An → K = A1, and by restricting the domain to V we obtain a
map

p : V → A1.

�e restrictions of two polynomials p, q ∈ k[x] define the same map on V if and
only if p− q ≡ 0 on V and therefore p− q ∈ I(V ) holds.�us the polynomialmaps
V → A1 can be identified with the elements of k[x]/I(V ).

Remainder: A k-algebra is a ring extension of k.

Definition 1.4.1. Let V ⊆ An be an affine k-variety. �en

k[V ] := k[x]/I(V )

is called the affine coordinate ring or the affine coordinate algebraofV . We em-
phasize again that I(V ) and therefore k[V ] does not depend on the choice of the
algebraically closed fieldK!
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Elements of k[V ] are called regular functions on V . Regular functions can be
interpreted as polynomial functions on V . 4

Example 1.4.2. (i) k[An] = k[x] and k[∅] = {0}.
(ii) If V = V(p) is a hypersurface and p is square free, then k[V ] = k[x]/(p). 4

Lemma 1.4.3. (i) For every affine variety V the coordinate algebra k[V ] is a finitely gen-
erated reduced k-algebra.
(ii) IfV,W ⊆ An are affine varieties withV ∩W = ∅, then

k[V ∪W ] ∼= k[V ]× k[W ].

In particular, for every finite varietyV = {a1, . . . , ar} ⊆ kn we have

k[V ] ∼= k × · · · × k︸ ︷︷ ︸
r

.

Proof. (i) Follows from the fact that k[x] is finitely generated and I(V ) is a radical
ideal. For (ii) observe that

(1) = I(V ∩W ) =
√
I(V ) + I(W ) = I(V ) + I(W ),

where we have used Lemma 1.1.3 (ii) for the last equation. From the Chinese Re-
mainder�eorem it follows that

k[V ∪W ] = k[x]/(I(V ) ∩ I(W )) ∼= k[x]/I(V )× k[x]/I(W ) = k[V ]× k[W ].

�e second claim follows from k[{a}] = k[x]/ma
∼= k for a ∈ kn.

Remark 1.4.4. �e ideals of k[V ] are in bijection with the ideals of k[x] that con-
tain I(V ). �e same is true for radical and prime ideals. �ese ideals in turn
correspond to subvarieties of V . �us we obtain the following relative version of
Corollary 1.2.18:
�emapping

I 7→ VV (I) := {a ∈ V | p(a) = 0 ∀p ∈ I}
yields a bijection between the radical ideals of k[V ] and the subvarieties of V .
Under this bijection prime ideals exactly correspond to irreducible subvarieties.
�e inverse mapping is given by

W 7→ IV (W ) := {p ∈ k[V ] | p(a) = 0 ∀a ∈ W} .

For p ∈ k[V ] let
DV (p) := {a ∈ V | p(a) 6= 0} .

Every open set in the k-Zariski topology of V is a finite union of suchD(pi). 4
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Remark 1.4.5. In the transition from V to k[V ] no information is lost: From k[V ]
together with the generators x1, . . . xn we can reconstruct V in several ways.
(i) Let π : k[x] � k[V ] be the canonical projection xi 7→ xi. �en we obviously
have ker(π) = I(V ), and hence

V = V(ker(π)).

(ii) �e followingmaps are mutually inverse bijections

Kn ←→ Homk−alg(k[x], K)

a 7→ ea

(α(x1), . . . , α(xn))←[ α.

Here ea denotes the evaluation of a polynomial in a. Under this bijection the
points a ∈ V exactly correspond to the homomorphisms α ∈ Hom(k[x], K)
with α ≡ 0 on I(V ), and thus to the elements in Hom(k[V ], K). �erefore we
obtain the bijection

Hom(k[V ], K)→ V

α 7→ (α1(x1), . . . , α(xn)). 4

Corollary 1.4.6. Every finitely generated reducedk-algebraA is isomorphic to the coordi-
nate algebra of an affine k-variety.

Proof. Follows immediately from the construction in Remark 1.4.5 (i): Choose
generators a1, . . . , an ofA and consider the surjection

π : k[x]� A

xi 7→ ai.

For V = V(ker(π))we then have

k[V ] = k[x]/I(V ) = k[x]/ker(π) ∼= A.

Here we use that ker(π) is a radical ideal, which follows from the fact that A is
reduced.

Definition 1.4.7. Let V ⊆ An andW ⊆ Am be affine k-varieties.
(i) A (k-)morphism from V toW is a map

p : V → W
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for which there are p1, . . . , pm ∈ k[V ] such that

p(a) = (p1(a), . . . , pm(a)) ∀a ∈ V.

Shorthand we write p = (p1, . . . , pm).
(ii) A (k-)morphismp : V → W is called (k-)isomorphism if there is ak-morphism
q : W → V such that

q ◦ p = idV and p ◦ q = idW .

(iii) Two affine k-varieties V,W are called (k-)isomorphic if there exists a
(k-)isomorphism p : V → W . In this situation we write V ∼=k W (or V ∼= W
in case k is clear from the context).
(iv) WithHomk(V,W )we denote the set of all k-morphisms from V toW . 4

�eorem 1.4.8. Let p : V → W be a k-morphism. For every q ∈ k[W ] the composition

p∗(q) := q ◦ p ∈ k[V ]

is a regular function onV . �emap p∗ defined as

p∗ : k[W ]→ k[V ]

q 7→ p∗(q)

is a k-algebra homomorphism.�emap

∗ : Hom(V,W )→ Hom(k[W ], k[V ])

p 7→ p∗

is bijective.

Proof. Since the composition of two polynomial maps is obviously again polyno-
mial, the composition of two k-morphisms is again a k-morphism. �uswe have
p∗(q) = q ◦ p ∈ Hom(V,A1) = k[V ].�emap p∗ is obviously a k-algebra homo-
morphism. It remains to show that ∗ is bijective. In order to do this we explicitly
define the inverse map. We have

k[W ] = k[y1, . . . , ym]/I(W ) = k[y1, . . . , ym].

Now let ϕ : k[W ]→ k[V ] be a k-algebra homomorphism. Let

pϕ := (ϕ(y1), . . . , ϕ(ym)) ∈ Hom(V,Am).
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We show that even pϕ : V → W holds. For q ∈ k[y] and a ∈ V we have

q(pϕ(a)) = q(ϕ(y1)(a), . . . , ϕ(ym)(a)) = ϕ(q(y))(a) = ϕ(q)(a).

Now if q ∈ I(W ), then q = 0 holds in k[W ], and hence q(pϕ(a)) = 0. �is proves
pϕ(a) ∈ W , and thus pϕ ∈ Hom(V,W ).Now the map defined by

Hom(k[W ], k[V ])→ Hom(V,W )

ϕ 7→ pϕ

is the inverse map of ∗ (Exercise 35).

Remark 1.4.9. Weput the following on record oncemore: Fork[W ] = k[y]/I(W )
the inverse of

∗ : Hom(V,W )→ Hom(k[W ], k[V ])

p 7→ p∗

is the map

Hom(k[W ], k[V ])→ Hom(V,W )

ϕ 7→ (ϕ(y1), . . . , ϕ(ym)). 4

Remark 1.4.10. �e bijections from Remark 1.4.9 yield an equivalence of categories
between the category of affine k-varieties together with k-morphisms and the
category of finitely generated reduced k-algebras together with k-algebra homo-
morphisms. Without defining these termspreciselywe summarize the following:
First, everyfinitely generated reducedk-algebra is the coordinate algebraof some
k-variety (Corollary 1.4.6). Further, themap ∗ is a bijection, i.e. themorphisms of
the varieties and the morphisms of the associated algebras correspond to each
other one to one. Moreover, ∗ has the following functorial property: For each p ∈
Hom(V,W ) and q ∈ Hom(W,X)we have

(q ◦ p)∗ = p∗ ◦ q∗

as well as
id∗V = idk[V ].

It follows that every problem about varieties can be translated into an equivalent
problem about finitely generated reduced algebras and vice versa. In particular,
we obtain the following result. 4
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�eorem 1.4.11. A k-morphism p : V → W is an isomorphism of varieties if and only if
p∗ : k[W ]→ k[V ] is an isomorphism of k-algebras. In particular, we have

V ∼= W ⇔ k[V ] ∼= k[W ].

Proof. Exercise 36.

Example 1.4.12. (i) First simple examples for k-morphisms are

• inclusions of subvarieties VV (I) ↪→ V for I ⊆ k[V ].

• projections π : V1 × V2 → V1; (a, b) 7→ a, for affine varieties V1, V2.

(ii) LetP = V(x2
1−x2) ⊆ A2 be aparabola, andπ : P → A1; (a1, a2) 7→ a1. �en

π is a k-isomorphism. One can either state the inverse map r 7→ (r, r2) directly.
Or one considers

k[P ] = k[x1, x2]/(x2
1 − x2) = k[x1, x2] = k[x1]

and k[A1] = k[t], and the inducedmap

π∗ : k[A1]→ k[P ]

t 7→ x1.

�en π∗ is obviously an isomorphismwith inverse x1 7→ t, x2 7→ t2.
(iii) LetC = V(x3

1− x2
2) be a cuspidal curve (cf. Example 1.2.2 (iv)). �en there is

a morphism

p : A1 → C

r 7→ (r2, r3)

that is even bijective, as is easily verified (Exercise 37). Hence, the curveC admits
a bijective polynomial parametrization by A1. However, p is not a k-isomorphism.
�is is because for the inverse map we would had to take roots, which cannot be
done polynomially. An exact proofmakes use of the coordinate algebras. We have
k[C] = k[x1, x2]/(x3

1 − x2
2) = k[x1, x2], k[A1] = k[t] and

p∗ : k[C]→ k[A1]

x1 7→ t2

x2 7→ t3.

�e map p∗ is obviously not surjective, and hence neither p∗ nor p is an isomor-
phism (by�eorem 1.4.11).�us bijectivity of a k-morphism does not imply that it is an
isomorphism! 4
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�eorem1.4.13. Letp : V → W beak-morphismbetweenaffinevarietiesand letp∗ : k[W ]→
k[V ] be the induced algebra homomorphism of the coordinate algebras.
(i) For every ideal J ⊆ k[W ]we have

p−1(VW (J)) = VV (p∗(J)).

In particular, the preimage of anaffine variety under amorphism is again anaffine variety.
(ii) For every ideal I ⊆ k[V ]we have

p(VV (I)) = VW ((p∗)−1(I)).

In particular, we have IW (p(V )) = ker(p∗).

Proof. For a ∈ V and q ∈ k[W ] we have q(p(a)) = p∗(q)(a).�is implies (i)
because of

p(a) ∈ VW (J)⇔ q(p(a)) = 0 ∀q ∈ J
⇔ p∗(q)(a) = 0 ∀q ∈ J
⇔ a ∈ VV (p∗(J)).

(ii) For q ∈ k[W ]we have

q ≡ 0 on p(VV (I))⇔ q ≡ 0 on p(VV (I))

⇔ q ◦ p ≡ 0 on VV (I)

⇔ p∗(q) ∈ IV (VV (I)) =
√
I

⇔ q ∈ (p∗)−1
(√

I
)

=
√

(p∗)−1(I)

⇔ q ≡ 0 on VW ((p∗)−1(I)).

But when two varieties have the same vanishing ideal, they are equal by Lemma
1.2.8 (iv). In particular, we get for I = (0) that

IW (p(V )) = IW (p(V )) = IW (VW (ker(p∗))) =
√

ker(p∗) = ker(p∗),

because ker(p∗) is a radical ideal, since k[V ] is reduced.

Remark/Example 1.4.14. (i) Every k-morphism p : V → W between affine k-
varieties is continuous with respect to the k-Zariski topology. �is follows from
�eorem 1.4.13 (i). In particular, an isomorphism is always a homeomorphism of
the topological spaces.
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(ii) A k-morphism between affine varieties can be a homeomorphism with re-
spect to the Zariski topology without being an isomorphism. Example 1.4.12 (iii)
demonstrates this (Exercise 37).
(iii) �e image p(V ) of a variety under a morphism is in general neither closed
nor open. For example for

p : A2 → A2

(a1, a2) 7→ (a1, a1a2)

we have
p(A2) = A2 \ {(0, b) | b 6= 0} .

(iv) If V is irreducible, then so is p(V ). �is follows either by a direct topologi-
cal argument using continuity of p, or algebraically from the fact that k[V ] is a
domain and thus IW (p(V )) = ker(p∗) is a prime ideal. 4

To conclude this chapter we want to address finite varieties.

Definition 1.4.15. An ideal I ⊆ k[x] is called 0-dimensional if

dimk k[x]/I <∞

holds. 4

�eorem 1.4.16. For an ideal I ⊆ k[x] the following are equivalent:

(i) I is 0-dimensional

(ii) |V(I)| <∞

(iii) I ∩ k[xi] 6= {0} for all i = 1, . . . , n.

If this is fulfilled, thenV(I) ⊆ k
n and |V(I)| 6 dimk k[V(I)] 6 dimk k[x]/I.

Proof. First let V := V(I) ⊆ Kn be a finite set. By Hilbert’s Nullstellensatz we
have √

I =
⋂

a∈V ∩kn
I({a}).

Applying the fundamental theoremonhomomorphisms to the evaluationmap ea
yields

k[x]/I({a}) ∼= k[a1, . . . , an],



1.4. REGULAR FUNCTIONS ANDMORPHISMS 29

and for a ∈ kn the right-hand side is a field. �erefore I({a}) is a maximal ideal
of k[x] for all a ∈ V ∩ kn. Hence

√
I = m1 ∩ · · · ∩mr

is a finite intersection of maximal ideals. Since the mi are pairwise distinct and
maximal, it obviously follows that mi + mj = (1) holds for i 6= j. �e Chinese
Remainder�eorem now yields

k[V ] = k[x]/
√
I ∼= L1 × · · · × Lr,

where Li = k[x]/mi is a finite algebraic field extension of k by Corollary 1.2.10.
Together with Remark 1.4.5 (ii) we obtain

V = Homk (k[V ], K) = Homk (L1 × · · · × Lr, K) = Homk

(
L1 × · · · × Lr, k

)
.

For the last equality we used that the elements of all Li fulfill polynomial equa-
tions overk, andare thus alwaysmapped tok byk-algebrahomomorphisms. �is
already shows V ⊆ k

n
. Because of

Homk

(
L1 × · · · × Lr, k

)
=

r⋃
i=1

Homk

(
Li, k

)
(Exercise 40), we now have

|V | =
r∑
i=1

|Homk

(
Li, k

)
|

6
r∑
i=1

[Li : k]

= dimk k[V ]

6 dimk k[x]/I.

�is proves the last statement. Now for the equivalence of (i)–(iii) let

πi : An → A1

be the projection onto the i-th component. We have

V finite ⇔ πi(V ) finite for all i = 1, . . . , n

⇔ πi(V ) finite for all i = 1, . . . , n,
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where we have used πi(V ) ⊆ k for the last equivalence. By �eorem 1.4.13 the
variety πi(V ) is defined by the ideal I ∩ k[xi], and thus (ii) is equivalent to (iii).
For (iii)⇒ (i) we use that for every i some xdii can modulo I be replaced by lower
powers of xi. �erefore k[x]/I is finite dimensional. For (i)⇒ (iii) we use that
k[xi]/ (I ∩ k[xi]) can be embedded into k[x]/I. �erefore k[xi]/ (I ∩ k[xi]) is fi-
nite dimensional, which can only be true if I ∩ k[xi] 6= {0}.

Example 1.4.17. Again note that V(I) must be defined inKn and not in kn. For
example, V(x2

1 + x2
2) is not finite, since k[x1, x2]/(x2

2 + x2
2) is not a finite dimen-

sional k-vector space. InR2 however, we just see a single point of the variety. 4



Chapter 2

Algorithmic Aspects

�e previous chapter addressed questions that we would also like to solve algo-
rithmically. For example:

• Given p, p1, . . . , pr ∈ k[x], is it true that p ∈ (p1, . . . , pr)?

• Given ideals I = (p1, . . . , pr), J = (q1, . . . , qs) ⊆ k[x], find generators for
the ideals I ∩ J, (I : J),

√
I.

• Given a homomorphism ϕ : k[x]→ k[y] and an ideal
J = (q1, . . . , qr) ⊆ k[y], find generators for ϕ−1(J).

�etheory ofGröbner baseswill allowus to settle suchquestions algorithmically, in
fact with symbolic computations, i.e. computations that are exact and not just nu-
merical approximations (at least if all the input data is exact, for example polyno-
mials overQ). �ese algorithms are also implemented inmost computer algebra
systems that we use today.

2.1 Monomial Ideals
Notation2.1.1. Let againk beafieldandsetx = (x1, . . . , xn). Forα = (α1, . . . , αn) ∈
Nn and c ∈ k we call

xα := xα1
1 · · ·xαnn

amonomial, and
cxα

31
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a term. We further set
|α| = α1 + · · ·+ αn.

�emonomials form a k-vector space basis of k[x]. For

p =
∑
α∈Nn

pαx
α ∈ k[x]

we define
supp(p) = {α ∈ Nn | pα 6= 0} .

Note that supp(p) is a finite set for all polynomials p. �e degree deg(p) of p is
defined as

deg(p) = max {|α| | α ∈ supp(p)} .
�e natural partial ordering onNn is defined by

α 6 β :⇔ αi 6 βi ∀i = 1, . . . , n. 4

Definition2.1.2. An ideal I ⊆ k[x] is calledmonomial, if it is generatedbymono-
mials. 4

Lemma2.1.3. LetM ⊆ Nn and I = (xα | α ∈M). �en the elements of I are precisely
the k-linear combinations of elements xβ,withα 6 β for someα ∈M .

Proof. �is is clear.

Remark 2.1.4. (i) �e monomials xβ with α 6 β for some α ∈ M in fact form a
k-vector space basis of I.
(ii) A general ideal I ⊆ k[x] will often not contain even a single monomial, for
example I = (x1 + 1) ⊆ k[x1]. 4

�eorem2.1.5 (Dickson’s Lemma). For every subsetM ⊆ Nn, the setMmin ofminimal
elements with respect to6 is finite.

Proof. �e ideal
I := (xα | α ∈M)

admits a finite generating set, using Hilbert’s Basis�eorem. So there is S ⊆M
finitewith

∀β ∈M ∃α ∈ S α 6 β.

Since Nn does not contain infinite descending chains with respect to 6, this is
precisely the statement of the theorem.
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2.2 Monomial Orderings andGröbner Bases
Definition 2.2.1. Amonomial ordering is a total ordering4 onNn, such that for
all α, β, γ ∈ Nn:
(i) 0 4 α

(ii) α 4 β ⇒ α + γ 4 β + γ. 4
Remark/Example 2.2.2. (i) Amonomial ordering can also be understood as a to-
tal ordering of the monomials of k[x], via

xα 4 xβ :⇔ α 4 β.

Condition (ii) in Definition 2.2.1 then simply means compatibility with multipli-
cation:

xα 4 xβ ⇒ xαxγ 4 xβxγ.

(ii) For n = 1 there exists exactly one monomial ordering: 1 ≺ x1 ≺ x2
1 ≺ · · · .

For n > 2 there are more, for example the lexicographic ordering

α 4lex β :⇔ α = β or αi < βi for i = min{j | αj 6= βj}

or the graded-lexicographic ordering

α 4grlex β :⇔ |α| < |β| or (|α| = |β| and α 4lex β) . 4

Lemma 2.2.3. Monomial orderings are well-orderings onNn, i.e. every nonempty subset
has a smallest element.

Proof. Let 4 be a monomial ordering and ∅ 6= M ⊆ Nn. By �eorem 2.1.5 the
setMmin of minimal elements with respect to6 is finite. But α 6 β implies α 4
β, and thus the smallest element ofMmin with respect to 4 is also the smallest
element ofM .

Notation 2.2.4. Let 4 be a monomial ordering and 0 6= p =
∑

α pαx
α ∈ k[x].

Let γ = max4 supp(p).We define

LM4(p) = xγ LC4(p) = pγ LT4(p) = pγx
γ

and call this the leading monomial, leading coefficient and leading term of p.
We call pmonic, if LC4(p) = 1. We set

LM4(0) = LC4(0) = LT4(0) = 0.

If the choice of the monomial ordering is clear from the context, we sometimes
omit the subscript4, and just write LM(p) instead of LM4(p) etc. 4
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Lemma 2.2.5. For p, q ∈ k[x]we have

LM(pq) = LM(p) · LM(q)

and
LM(p+ q) 4 max {LM(p),LM(q)} ,

where equality holds in the second equation ifLM(p) 6= LM(q).

Proof. Clear.

Definition 2.2.6. Let I ⊆ k[x] be an ideal and4 a monomial ordering. We call

LI4(I) := (LM4(p) | p ∈ I)

the leading ideal of I with respect to4. A monomial not contained in LI4(I) is
called a standardmonomial of I with respect to4. 4

Remark 2.2.7. (i) LI(I) is a monomial ideal. �e monomials contained in it are
precisely the LM(p)with p ∈ I, since xβLM(p) = LM(xβp).
(ii) I = (p1, . . . , pr) implies

(LM(p1), . . . ,LM(pr)) ⊆ LI(I),

but this is in general not an equality! In a representation

p =
∑
i

qipi ∈ I

the leading terms of the sum on the right can cancel. �us from p alone we don’t
have control over the complexity of the qi. For example, for I = (p1, p2) with
p1 = xy + 1, p2 = y2 − 1we find

x+ y = yp1 − xp2 ∈ I,

and thus (depending on the monomial ordering) either x or y belongs to LI(I).
On the other hand we have LM(p1) = xy and LM(p2) = y2 (for every monomial
ordering), and

x, y /∈
(
xy, y2

)
.

It is precisely this problem that we will solve with the notion of a Gröbner basis
below. 4
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�eorem2.2.8 (Macaulay). Let I ⊆ k[x] be an ideal and4 amonomial ordering. �en
the standardmonomials of I with respect to4 form a k-vector space basis of k[x]/I.

Proof. Linear independence: Let p =
∑

i pix
αi ∈ I with xαi /∈ LI(I) for all i.

If pi 6= 0 for some i, then LM(p) is one of the xαi, and thus belongs to LI(I), a
contradiction.
Generating set: Denote by V the k-vector space spanned by the standard mono-
mials of I. We will show V + I = k[x]. Assume for contradiction that this fails.
Choose p ∈ k[x]\ (V + I)with smallest leadingmonomial with respect to4 (us-
ing Lemma 2.2.3). �en LM(p) is not a standard monomial, for LT(p) ∈ V and
thus p − LT(p) /∈ V + I otherwise, contradicting minimality. So we must have
LM(p) ∈ LI(I), i.e. there exists q ∈ I with LM(q) = LM(p). Now consider

h = p− LC(p)

LC(q)
q.

We see that h /∈ V + I, but LM(h) ≺ LM(p), again a contradiction.

Definition 2.2.9. Let I ⊆ k[x] be an ideal, 4 a monomial ordering, and V the
subspace of k[x] spanned by the standard monomials of I with respect to4. By
�eorem 2.2.8 for every p ∈ k[x] there exists a uniquely determined q ∈ V with

p ≡ q mod I.

We call this q the canonical form of pmodulo I (with respect to4), and use the
notation

q = cfI,4(p).

Note that
cfI,4 : k[x]→ V

is a surjective linear map with I as its kernel. 4

Definition 2.2.10. Let I ⊆ k[x] be an ideal and4 a monomial ordering. A finite
subsetG ⊆ I with 0 /∈ G is called a Gröbner basis of I (with respect to4), if

LI4(I) = (LM4(g) | g ∈ G) .

A finite subset G ⊆ k[x] is called a Gröbner basis (with respect to4), if G is a
Gröbner basis of the ideal (G). 4

Lemma 2.2.11. Let J ⊆ I be ideals withLI4(J) = LI4(I). �en J = I.
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Proof. From LI4(I) = LI4(J)we see that both ideals possess the same standard
monomials. So the space V spanned by those standard monomials coincides for
both ideals, and from k[x] = V ⊕ I = V ⊕ J (�eorem 2.2.8) we immediately
obtain I = J.

�eorem 2.2.12. Every ideal I ⊆ k[x] possesses a Gröbner basis (with respect to every
monomial ordering), and each such Gröbner basis generates I as an ideal.

Proof. By Hilbert’s Basis �eorem, the monomial ideal LI4(I) is generated by
finitely many monomials LM4(p1), . . . ,LM4(pr) with pi ∈ I. �en the setG =
{p1, . . . , pr} is clearly a Gröbner basis of I with respect to4.
Now set J = (p1, . . . , pr) .�en J ⊆ I is an ideal with LI4(J) = LI4(I), and by
Lemma 2.2.11 we get I = J . SoG generates I.

Example 2.2.13. (i) Consider I = (p1, p2) ⊆ k[x, y]with p1 = xy+1, p2 = y2−1
as in Remark 2.2.7 (ii). We have seen there that {p1, p2} is not a Gröbner basis of
I for any monomial ordering.
(ii) Consider I = (p1, p1) ⊆ k[x, y, z]with p1 = x+ z, p2 = y + z.

• With respect to the lexicographic monomial ordering z ≺ y ≺ xwe have

LM4(p1) = x, LM4(p2) = y,

and thus
LI4(I) ⊇ (x, y).

On the other hand we have I ∩ k[z] = (0), which can for example be seen
from V(I) = {(t, t,−t) | t ∈ K}. So the leading monomial of an element
from I cannot be a power of z, since the monomial ordering would imply
thatonlyz appears in thepolynomial. Soeach leadingmonomial isdivisible
by either x or y, and this implies that LI4(I) = (x, y). So {p1, p2} is a
Gröbner basis of I with respect to4.

• Now let4 be a monomial ordering with x ≺ z, y ≺ z. �en

LM4(p1) = LM4(p2) = z.

From
x− y = p1 − p2 ∈ I

we see that either x or y belongs to LI4(I). So {p1, p2} is not a Gröbner
basis of I with respect to4. 4
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2.3 �eBuchberger Algorithm
�roughout this section let 4 be a fixed monomial ordering on Nn. All notions
such as LM(p),LI(I),Gröbner basis,. . . . refer to this ordering.

�eorem 2.3.1 (Division Algorithm). Let 0 6= g1, . . . , gs ∈ k[x]. For every p ∈ k[x]
there exist q1, . . . , qs, r ∈ k[x]with

p = q1g1 + · · ·+ qsgs + r

and:

(1) Nomonomial in r is divisible by someLM(gi)

(2) LM(qigi) 4 LM(p) for all i = 1, . . . , s.

Proof. Write p =
∑

α pαx
α. If no monomial in p is divisible by some LM(gi), we

just set q1 = · · · = qs = 0 and r = p.
Otherwise letxα be the largestmonomial inp (with respect to4)which isdivisible
by some LM(gi), say xα = xβ · LM(gi). We now set

q :=
pα

LC(gi)
· xβ and p̃ = p− qgi.

�e coefficient of xα in p̃ vanishes, and each monomial of p̃ which is divisible by
some LM(gi) is thus strictly smaller than xα (otherwise it would already appear
in p).
We iterate this process, which terminates after finitelymany steps (4 is a well or-
dering!). We finally obtain some polynomial r, in which nomonomial is divisible
by some LM(gi). Backwards substitution yields the desired identity. Note that
we have

LM(qgi) = xβLM(gi) = xα 4 LM(p)

and thus
LM(p̃) 4 LM(p)

in the first step.

Remark2.3.2. (i)�eproofof�eorem2.3.1 is constructive. Givenpandg1, . . . , gs,
we can find the qi and r explicitly through the given procedure.
(ii) �e polynomials qi and r are not uniquely determined by the conditions (1)
and (2) in �eorem 2.3.1. �e division algorithm allows for choices, that this can
indeed lead to different results.
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• Let n = 1 and g1 = x, g2 = x+ 1. With p = xwe have

p = g1 + 0 = g2 − 1.

Both identities fulfill (1) und (2) and can indeed arise from the division al-
gorithm.

• Let n = 2 and g1 = xy + 1, g2 = y2 − 1 as in Example 2.2.13 (i). For
p = xy2 − xwe have

p = yg1 − (x+ y) = xg2 + 0.

Both identities fulfill (1) und (2) (independent of the monomial ordering)
and can arise through the division algorithm. 4

Definition 2.3.3. A polynomial r fulfilling the conditions from �eorem 2.3.1 is
called a normal form of pmodulo g1, . . . , gs with respect to4. �is is not to be
confusedwith the canonical form cfI(p) fromDefinition 2.2.9, which is uniquely
determined. 4

Corollary 2.3.4. If {g1, . . . , gs} is a Gröbner basis of I , then every normal form r of p
modulo g1, . . . , gs coincides with the canonical form:

r = cfI(p).

In particular, the division algorithm always leads to the same normal form r, independent
of the choices made.

Proof. Let r be a normal form. �en every monomial in r is a standard mono-
mial of I, due to property (1) in�eorem 2.3.1, and since the LM(gi) generate the
leading ideal of I. On the other hand we have p ≡ r modulo I. But these two
properties precisely characterize cfI(p).

We will now develop a method to actually compute a Gröbner basis for a given
ideal. We will need some preliminaries for this.

Definition 2.3.5. Let p, q ∈ k[x] \ {0}.�en

S(p, q) :=
LT(q) · p− LT(p) · q
gcd(LM(p),LM(q))

is called the S-polynomial of p and q. 4
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Remark 2.3.6. (i) �e S-polynomial is really a polynomial. �e greatest common
divisor of LM(p) and LM(q) divides the enumerator.
(ii) �e leading terms in the enumerator cancel by construction, so one has

LM(S(p, q)) ≺ lcm(LM(p),LM(q)).

�enext lemma states that cancellation of leadingmonomials in linear combina-
tion is basically always due to this phenomenon in S-polynomials. 4

Lemma 2.3.7. Let g1, . . . , gs ∈ k[x] \ {0} all have the same leading monomial
LM(gi) = xα. Let a1, . . . , as ∈ k with

LM

(
s∑
i=1

aigi

)
≺ xα.

�en
∑

i aigi is a linear combination of theS(gi, gi+1), for i = 1, . . . , s− 1.

Proof. Set bi := LC(gi) and pi := 1
bi
gi for i = 1, . . . , s. From

LM

(
s∑
i=1

aigi

)
≺ xα

we obtain
s∑
i=1

aibi = 0.

With ps+1 = 0we thus get:
s∑
i=1

aigi =
s∑
i=1

aibipi

=
s∑
i=1

(
i∑

j=1

ajbj

)
(pi − pi+1)

=
s−1∑
i=1

(
i∑

j=1

ajbj

)
(pi − pi+1) .

�e last equality uses
∑s

i=1 aibi = 0.�e claim now follows from

S(gi, gj) =
bjx

αgi − bixαgj
xα

= bjgi − bigj = bibj(pi − pj).
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�eorem 2.3.8 (Buchberger Criterion for Gröbner bases). Let g1, . . . , gs ∈ k[x] \
{0}, and let hij be a normal form of S(gi, gj) with respect to g1, . . . , gs, for all i, j ∈
{1, . . . , s}. �en {g1, . . . , gs} is a Gröbner basis if and only ifhij = 0 for all i < j.

Proof. We set I = (g1, . . . , gs). First assume that {g1, . . . , gs} is a Gröbner basis.
From Corollary 2.3.4 we obtain that hij = cfI(S(gi, gj)) is the canonical form
with respect to I. Since S(gi, gj) ∈ I we thus have hij = 0 for all i < j.
For the other direction assume hij = 0 for all i < j. We have to show that for all
0 6= p ∈ I there exists some i ∈ {1, . . . , s}with

LM(gi)|LM(p).

By assumption there exists an identity

p =
s∑
i=1

qigi (∗)

with qi ∈ k[x]. Let

xγ := max{LM(qigi) | i = 1, . . . , s}.

We now show that if LM(p) ≺ xγ holds, we can find a new identity as in (∗), in
which γ is strictly smaller. By iterationwe then end upwithLM(p) = xγ, proving
that LM(p) is divisible by some LM(gi).
So assume LM(p) ≺ xγ. After relabelling we can assume

γ1 = · · · = γt = γ � γt+1, . . . , γs

where xγi = LM(qigi). We rewrite (∗) as

p =
t∑
i=1

LT(qi)gi︸ ︷︷ ︸
p̃

+
t∑
i=1

(qi − LT(qi))gi +
s∑

i=t+1

qigi.

Every term in p̃ has xγ as its leading monomial, every other term has a strictly
smaller leading monomial. We further have LM(p̃) ≺ xγ, since this is true for p.
So it suffices to find a representation

p̃ =
s∑
j=1

q̃jgj (∗∗)
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with LM(q̃jgj) ≺ xγ for all j.
To the polynomials LM(qi)gi (i = 1, . . . , t) we can apply Lemma 2.3.7. So p̃ is a
linear combination of the

sij := S (LM(qi)gi,LM(qj)gj) for i < j = 1, . . . t.

Setting xαi := LM(gi)we get LM(qi) = xγ−αi and thus

sij =
1

xγ

xγ−αjLT(gj) LM(qi)︸ ︷︷ ︸
xγ−αi

gi − xγ−αiLT(gi) LM(qj)︸ ︷︷ ︸
xγ−αj

gj


= xγ−αi−αj (LT(gj)gi − LT(gi)gj)︸ ︷︷ ︸

S(gi,gj)·gcd(xαi ,xαj )

= xβij · S(gi, gj).

Here
xβij = xγ−αi−αj · gcd(xαi , xαj) =

xγ

lcm(xαi , xαj)

holds. Our conditions hij = 0 now provide identities

S(gi, gj) =
s∑

k=1

pijkgk

with LM(pijkgk) 4 LM(S(gi, gj)). In total we see that p̃ is a linear combination
of the elements

s∑
k=1

pijkx
βijgk,

and from LM(S(gi, gj)) ≺ lcm(xαi , xαj) (by Remark 2.3.6 (ii)) we get

LM(pijkx
βijgk) = xβijLM(pijkgk) 4 xβijLM(S(gi, gj)) ≺ xγ.

�at is precisely the desired identity (∗∗).

�eorem 2.3.9 (Buchberger Algorithm). Let g1, . . . , gs ∈ k[x] \ {0}. �e follow-
ing algorithm terminates after finitely many steps, and outputs a Gröbner basis of I =
(g1, . . . , gs):

• Compute a normal form hij ofS(gi, gj)with respect to g1, . . . , gs, for all 1 6 i <
j 6 s.
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• Ifhij = 0 for all i, i, terminate and output {g1, . . . , gs}.

• Ifhij 6= 0 for some i, j, add it to the gi and start again.

Proof. We have S(gi, gj) ∈ I for all i, j. �is implies hij ∈ I for all i, j, and thus I
is not enlarged by adding the hij. Upon termination of the algorithmwe obtain a
Gröbner basis of I, by�eorem2.3.8. What remains to show is that the algorithm
does indeed terminate after finitely many steps.
If hij 6= 0 then

(LM(g1), . . . ,LM(gs)) ( (LM(g1), . . . ,LM(gs),LM(hij)) ,

since none of themonomials inhij is divisible by someLM(gi). ByHilbert’s Basis
�eorem this can happen only finitely many times.

Remark 2.3.10. (i) All steps in the Buchberger Algorithm are constructive. �e
S(gi, gj) are explicitly given, and a normal form hij can be computed with the di-
vision algorithm (�eorem 2.3.1). So if the input data is accurately representable
in a computer (for example if all polynomials have rational coefficients), a com-
puter can compute a Gröbner basis accurately.
(ii)�e above described algorithmwill in general produce a very redundantGröb-
ner basis.
(iii) IfG is a Gröbner basis of I and p, q ∈ Gwith p 6= q and LM(p)|LM(q), then
G \ {q} is also a Gröbner basis of I. 4

Definition 2.3.11. A Gröbner basisG is calledminimal, if

LM(p) - LM(q)

for all p, q ∈ G, p 6= q. 4

Lemma 2.3.12. LetG be a minimal Gröbner basis and I = (G). �en theLM(g) (g ∈
G) are exactly the different minimal monomials (with respect to6) inLI(I).

Proof. Every minimal monomial (with respect to6) in LI(I)must be of the form
LM(g) for some g ∈ G. On the other hand, a minimal Gröbner basis can only
provide these monomials.

Remark 2.3.13. Any two minimal Gröbner bases (generating the same ideal I)
have the same cardinality. �ey are minimal with respect to inclusion, and also
of smallest cardinality. 4
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Definition 2.3.14. A Gröbner basis G is called reduced, if all g ∈ G are monic,
and for p 6= q ∈ Gwe have :

LM(p) divides nomonomial from q.

Obviously, every reduced Gröbner basis is also minimal. 4

�eorem 2.3.15. Every ideal I ⊆ k[x] admits a unique reduced Gröbner basis (with re-
spect to the fixedmonomial ordering4).

Proof. Existence: LetGbeaminimalGröbnerbasis of I. Wecall anelementg ∈ G
reduced with respect toG, if no monomial of g is divisible by some LM(q) for q ∈
G\{g}. Now choose and fix some g ∈ G and compute a normal form g′ of gwith
respect toG \ {g}. �en set

G′ := (G \ {g}) ∪ {g′}.

From 0 6= g′ ∈ I andLM(q) - LM(g′) for all q ∈ G\{g}wegetLM(g) = LM(g′).
SoG′ is again aminimal Gröbner basis of I. Now g′ is reducedwith respect toG′,
since it is a normal formwith respect toG\{g}. By iterationwe obtain a reduced
Gröbner basis.
Uniqueness: LetG,G′ be two reduced Gröbner bases of I. Byminimality the sets
LM(G) and LM(G′) coincide, using Lemma 2.3.12. For g ∈ G let g′ ∈ G′ be the
unique element with LM(g) = LM(g′). �en g − g′ ∈ I, and if g − g′ 6= 0 we
find q ∈ G, q′ ∈ G′ with

LM(q),LM(q′) | LM(g − g′).

On the other hand we have LM(g − g′) ≺ LM(g) = LM(g′), which implies
q 6= g, q′ 6= g′. Since LM(g − g′) is a monomial of either g or g′, this contradicts
reducedness of either G or G′. �us we have g − g′ = 0, which implies G =
G′.

Remark/Example 2.3.16. (i)�e computation of a reduced Gröbner basis (from a
given Gröbner basis) of I in the last proof is constructive.
(ii) Let g1, . . . , gs ∈ k[x] be linear forms, gi =

∑n
j=1 cijxj say. Let

A = (cij)i,j ∈ Ms×n(k)

be the matrix of coefficients and

B = (bij)i,j ∈ Ms×n(k)
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its reduced row-echelon form (pivots are 1, pivotal columns otherwise 0). Let qi =∑n
j=1 bijxj for i = 1, . . . , r(= rank(A)). If4 is a monomial ordering with x1 �

x2 � · · · � xn, then {q1, . . . , qr} is the reduced Gröbner basis of (g1, . . . , gs)
(Exercise 56). �e Buchberger Algorithm (+ the construction of reduced Gröbner
bases) thus generalizes the Gaussian Algorithm from linear algebra.
(iii) Let n = 1 and p, q ∈ k[x] \ {0}.�e only minimal Gröbner basis of

(p, q) = (gcd(p, q))

is {gcd(p, q)}, up to scaling. �e Buchberger Algorithm thus generalizes the Eu-
clidean Algorithm for k[x]. 4

2.4 Applications
In this sectionwe see how the theory of Gröbner bases gives constructive answers
to the questions from the beginning of this chapter. We emphasize once more
that computation of (reduced) Gröbner bases and the division algorithm are con-
structive.

Application 2.4.1 (Membership in an ideal). Let p, p1, . . . , ps ∈ k[x] be given. �e
question whether p belongs to I = (p1, . . . , ps) can be solved as follows. Choose
an arbitrary monomial ordering 4. �en compute a Gröbner basis {g1, . . . , gt}
of I with respect to4 and a normal form r of pmodulo g1, . . . , gt. We know that
r = cfI,4(p) holds, and thus

p ∈ I ⇔ r = 0.

�is approach also provides a representation p =
∑s

i=1 qipi, in case p ∈ I. First
we obtain a representation

p =
t∑
i=1

q̃igi

if r = 0 in the division algorithm. However, in the construction of the Gröbner
basis {g1, . . . , gt}wemight have added somehij to the pi (see�eorem2.3.9). But
since theS(pi, pj) are explicit combinations of thepi, so are thehij. After iterative
substitutions we thus obtain an explicit representation

p =
s∑
i=1

qipi. 4
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Application 2.4.2 (Solvability of a system of polynomial equations). In Corollary
1.2.13 we have seen that a system of equations

p1(x) = 0, . . . , ps(x) = 0

with pi ∈ k[x] has a common solution in an algebraically closed field extension of
k, if and only if

1 /∈ (p1, . . . , ps) ⊆ k[x].

We can thus use Application 2.4.1 to decide solvability. In fact 1 belongs to the
ideal if and only if the Gröbner basis contains 1. �is follows directly from the
definition of a Gröbner basis. 4

Application 2.4.3 (Membership in the radical). Checking whether

p ∈
√

(p1, . . . , ps)

holds is also possible with Gröbner bases (see Exercise 59). 4

Application 2.4.4 (Containment and equality of ideals). One has

I = (p1, . . . , ps) ⊆ (q1, . . . , qt) = J

if and only if pi ∈ J for all i. From Application 2.4.1 we know how to check this.
In particular we can also check I = J . 4

Application 2.4.5 (Elimination). Let I ⊆ k[x1, . . . , xn] be an ideal. �e ideal

Ij := I ∩ k[xj+1, . . . , xn]

is called the j-th elimination ideal of I. Its geometric meaning has been studied
in �eorem 1.4.13 (ii): It defines the closure of the projection of V(I) onto the
coordinatesxj+1, . . . , xn. �e following theoremsays how to compute generators
of Ij. 4

�eorem2.4.6. LetG be a Gröbner basis of I with respect to the lexicographic monomial
ordering with x1 � · · · � xn.�enG ∩ k[xj+1, . . . , xn] is a Gröbner basis of Ij with
respect to this monomial ordering, and in particular it generates Ij.

Proof. Let p ∈ Ij be fixed. From p ∈ I we know that there is some g ∈ G with
LM(g)|LM(p). Since x1, . . . , xj do not appear in p, they also do not appear in
LM(g) and thus not in g, by the choice of the monomial ordering. So g ∈ G ∩
k[xj+1, . . . , xn].
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Example 2.4.7. Consider

I =
(
x2 + y + z − 1, y2 + x+ z − 1, z2 + x+ y − 1

)
⊆ k[x, y, z].

�e reduced Gröbner basis of I with respect to the lexicographic monomial or-
dering with x � y � z consists of the following 4 polynomials:

g1 = x+ y + z2 − 1

g2 = y2 − y − z2 + z

g3 = 2yz2 + z4 − z2

g4 = z6 − 4z4 + 4z3 − z2 = z2(z − 1)2(z2 + 2z − 1).

�us
I ∩ k[y, z] = (g2, g3, g4)

and
I ∩ k[z] = (g4).

In particular, the projection ofV(I) onto the third coordinate consists of 0, 1 and
−1±

√
2. 4

Application2.4.8 (Finite varieties). Let I ⊆ k[x]bean ideal. Wecancheckwhether
V(I) is finite, i.e. whether I is a 0-dimensional ideal (see�eorem 1.4.16). To this
end we compute generators for the ideals I ∩ k[xi], as demonstrated in�eorem
2.4.6. We then just check whether I ∩ k[xi] 6= {0} holds for all i. In case this is
true, considerMi := V(I ∩ k[xi]) ⊆ A1.�en

V(I) ⊆M1 × · · · ×Mn,

and we can directly check the finitely many elements fromM1 × · · · × Mn for
membership in V(I). 4

Example 2.4.9. With the equations from Example 2.4.7 we obtain

I ∩ k[x] = (g4(x)), I ∩ k[y] = (g4(y)) and I ∩ k[z] = (g4(z)).

So V(I) is indeed finite, and contained in

{0, 1,−1±
√

2}3 ⊆ K3.

We then find

V(I) =

(−1±
√

2)

 1
1
1

 ,

 1
0
0

 ,

 0
1
0

 ,

 0
0
1

 . 4
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Application 2.4.10 (Inverse images of ideals). Let ϕ : k[x] → k[y] be a homo-
morphism of k-algebras, given by ϕ(xi) = pi ∈ k[y] for i = 1, . . . , n. Let J =
(g1, . . . , gs) ⊆ k[y] be an ideal. We want to compute generators for ϕ−1(J), see
�eorem 1.4.13 for the geometric interpretation. �e following theorem shows
how to reduce this to elimination. 4

�eorem 2.4.11. Let J̃ := (x1 − p1, . . . , xn − pn, g1, . . . , gs) ⊆ k[x, y]. �en

ϕ−1(J) = J̃ ∩ k[x].

Proof. For every (commutative) ringR and a ∈ Rm the evaluation map

R[z1, . . . , zm]→ R

p 7→ p(a1, . . . , am)

has kernel (z1 − a1, . . . , zn − an). �is can be seen easiest in case a = 0, the
general case follows with a linear transformation. So the homomorphism

ψ : k[x, y]→ k[y]

xi 7→ pi

yi 7→ yi

has kernel (x1 − p1, . . . , xn − pn). We also have ψ = ϕ on k[x]. �is implies

ϕ−1(J) = ψ−1(J) ∩ k[x]

and the claim now follows from the following identity in k[x, y] :

ψ−1(J) = (g1, . . . , gs) + ker(ψ).

Here "⊇" is obvious. For "⊆" we use that for all p ∈ k[x, y]we have

ψ(p− ψ(p)) = ψ(p)− ψ(p) = 0.

So p ∈ ψ−1(J) implies

p = ψ(p)︸︷︷︸
∈J

+ (p− ψ(p))︸ ︷︷ ︸
∈ker(ψ)

∈ (g1, . . . , gs) + ker(ψ).
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Example 2.4.12. Consider the followingmorphism of varieties:

p : A2 → A3

(a, b) 7→ (ab, ab2, a2).

On the level of coordinate rings it corresponds to the following homomorphism:

p∗ : k[x, y, z]→ k[u, v]

x 7→ uv

y 7→ uv2

z 7→ u2.

With the above described method we can compute

ker(p∗) = (x4 − y2z).

By�eorem 1.4.13 we thus have

p(A2) = V(x4 − y2z).

We can see that the full y-axis is contained in p(A2), the image of p however only
contains its point (0, 0, 0). 4

Application 2.4.13 (Intersection of ideals). Let I = (p1, . . . , ps) and J =
(q1, . . . , qr) be ideals in k[x]. Generators for the product IJ are easy to find: just
take the pairwise products piqj. It is harder to compute generators for the in-
tersection I ∩ J . �e following �eorem shows how to do that with elimination
(already settled in Application 2.4.5). 4

�eorem 2.4.14. Let t be a new variable andQ the ideal generated by

tp1, . . . , tps, (1− t)q1, . . . , (1− t)qr

in k[x, t]. �en
I ∩ J = Q ∩ k[x].

Proof. For "⊆" let p ∈ I ∩ J . From p = tp+ (1− t)pwe get p ∈ Q.
For "⊇" let

k[x] 3 p = t
∑
i

hipi + (1− t)
∑
j

gjqj ∈ Q,

where hi, gj ∈ k[x, t]. Substituting t = 0 we obtain p ∈ J , substituting t = 1
yields p ∈ I.
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Application 2.4.15 (Homogenization of an ideal). For I ⊆ k[x1, . . . , xn]we let

Ih =
(
ph | p ∈ I

)
⊆ k[x0, . . . , xn]

be its homogenization (see �eorem 3.3.18 for the geometric interpretation). If
I = (p1, . . . , ps), then in general we will have(

ph1 , . . . , p
h
s

)
( Ih,

see Remark 3.3.19. We now want to compute generators for Ih. To this end, we
call a monomial ordering4 degree compatible, if

|α| < |β| ⇒ α ≺ β

for all α, β ∈ Nn. For example, the graded-lexicographic monomial ordering is
degree compatible. �e following�eorem shows how to compute generators for
Ih. 4
�eorem2.4.16. Let4beadegree compatiblemonomial orderingonNn andGaGröbner
basis of the ideal I ⊆ k[x1, . . . , xn]with respect to4. �en in k[x0, . . . , xn]we have

Ih =
(
gh | g ∈ G

)
.

Proof. On k[x0, . . . , xn]we define a monomial ordering by

xr0 · xα 4′ xs0xβ :⇔ xα ≺ xβ or (α = β and r 6 s) .

Let Gh =
{
gh | g ∈ G

}
. We show that Gh is even a Gröbner basis of Ih with

respect to4′, this will imply the statement.
For 0 6= p ∈ k[x1, . . . , xn]we have

deg (LM4(p)) = deg(p),

due to degree compatibility of4. �is immediately implies

LM4′(p
h) = LM4(p)

for all p ∈ k[x1, . . . , xn]. By Lemma 3.3.16 (i) every homogeneous q ∈ Ih is of the
form

q = xr0 · ph

for some p ∈ I. �us
LM4′(q) = xr0 · LM4′(p

h).

Now there exists some g ∈ Gwith

LM4′(g
h) = LM4(g) | LM4(p) = LM4′(p

h),

sinceG is a Gröbner basis of I. �is implies LM4′(g
h)|LM4′(q), what was to be

shown.





Chapter 3

Projective Varieties

3.1 Projective Spaces
Definition 3.1.1. LetK be a field and V aK-vector space.
(i)�e projective space P(V ) is the set of all one-dimensionalK-subspaces ofV .
(ii) �e dimension of a projective space is defined as

dimP(V ) := dimK(V )− 1.

(iii) IfW ⊆ V is aK-subspace, thenP(W ) is called linear orprojective subspace
of P(V ). Linear subspaces of P(V ) of dimension 0, 1, 2, dimP(V ) − 1 are called
(projective) points, lines, planes, and hyperplanes, respectively.
(iv) We write

Pn(K) := P(Kn+1)

and call Pn(K) the n-dimensional projective space overK. 4
�e elements of P(V ) are the sets [v] = K · v for 0 6= v ∈ V . Here we have that

[v] = [w] ⇔ ∃c ∈ K∗ v = cw.

Definition 3.1.2. Elements of Pn(K) are often denoted in homogeneous coordi-
nates. For 0 6= (a0, . . . , an) ∈ Kn+1 we write

(a0 : . . . : an) := [(a0. . . . , an)] = K · (a0, . . . , an) ∈ Pn(K).

�e colon notation indicates that not the vector but rather the line spanned by
the vector is meant to be the element of the projective space. Note that the point
(0 : . . . : 0) is not defined. We have

(a0 : . . . : an) = (b0 : . . . : bn) ⇔ ∃c ∈ K∗ ai = cbi for i = 0, . . . , n.

51
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One can also use the following characterization:

(a0 : . . . : an) = (b0 : . . . : bn) ⇔ aibj = ajbi for all i, j = 0, . . . , n.

�is is because twonontrivial vectors (a0, . . . , an), (b0, . . . , bn) are collinear if and
only if the matrix (

a0 a1 · · · an
b0 b1 · · · bn

)
has rank 1, i.e. if all 2× 2-minors vanish. 4
Example 3.1.3. (i) P0(K) consists of exactly one point.
(ii) P1(K) can be identified withK ∪ {∞} via

P1(K)→ K ∪ {∞}
(a : b) 7→ a/b if b 6= 0

(a : 0) 7→ ∞.

Geometrically this corresponds to intersecting lines through theorigin inK2with
the line b = 1. Every line through the origin corresponds to exactly one point on
the line b = 1, except for the line b = 0,which corresponds to∞.

b

a

K

∞

(iii) Regarded as a set we have the identification Pn(R) = Sn/ ∼, where Sn is
the unit sphere inRn+1 and a ∼ −a holds for all a ∈ Sn. In terms of differential
geometry this is a compact, smooth, and for n > 2 non-orientable manifold of
dimension n.
(iv) ∅,P(V ) are linear subspaces of P(V ). We have dim ∅ = −1 because ∅ =
P({0}). Every intersection of linear subspaces is again a linear subspace:⋂

i

P(Wi) = P

(⋂
i

Wi

)
.

A line in P(V ) is of the form P(W ) for a 2-dimensional subspaceW ⊆ V . 4
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�eorem 3.1.4. LetU1 = P(W1) andU2 = P(W2) be linear subspaces of P(V ). �en
we have

dimU1 + dimU2 = dim(U1 ∩ U2) + dimP(W1 +W2).

In particular, fromdimU1 + dimU2 > dimP(V ) it already follows thatU1 ∩U2 6= ∅.
Hence any two lines inP2(K) intersect.

Proof. Follows immediately from the dimension formula for vector spaces

dimKW1 + dimKW2 = dimK(W1 ∩W2) + dimK(W1 +W2)

when we subtract 2 on both sides.

Definition 3.1.5. Let f : V ↪→ W be an injective linear map. �en

P(f) : P(V )→ P(W )

[v] 7→ [f(v)]

is a well-defined map. If f is bijective, then P(f)−1 = P(f−1) and P(f) is called
a projectivity fromP(V ) toP(W ). 4

�eorem3.1.6. �eprojectivities fromP(V ) to itself form a group, which is isomorphic to

PGL(V ) := GL(V )/ (K∗ · idV ) .

Proof. Let P be the group of projectivities. Consider the group homomorphism

GL(V )� P

f 7→ P(f).

�e kernel consists of those f ∈ GL(V ) for which every vector is an eigenvector.
It is well-known that these are precisely themultiples of the identity (see Exercise
64).

Example 3.1.7. For f =

(
a b
c d

)
∈ GL2(K)we have

P(f) : (x : y) 7→ (ax+ by : cx+ dy).

Under the identificationP1(K) = K∪{∞} fromExample 3.1.3 (ii) this translates
to the map

r 7→ ar + b

cr + d
, ∞ 7→ a

c
,

a so calledMöbius transformation of the line. 4
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Construction 3.1.8. In Pn(K) the set

H := {(a0 : . . . : an) | a0 = 0}

is a hyperplane, and in particular we have H ∼= Pn−1(K). �ere is a bijection
from the complement

Pn(K) \H ↔ Kn

(a0 : . . . : an) 7→
(
a1

a0

, . . . ,
an
a0

)
(1 : b1 : . . . : bn)← [ (b1, . . . , bn).

More generally, for every hyperplaneW ⊆ V there is a bijection

W → P(V ) \ P(W )

w 7→ [v + w],

where v ∈ V \W is arbitrary but fixed (see Exercise 65). From this point of view
P(V ) is a disjoint union ofW and P(W ). �e points in P(W ) are the points at
infinitywith respect toW .

x2

x1

x0

H

Pn \H ∼= Kn

4

3.2 Graded Rings
In this chapterwearegoing todiscuss theunderlyingalgebraofprojective spaces.
For this purpose always let (G,+, 0) be an abelian group.

Definition3.2.1. (i) AG-graded ring is a ringR togetherwith additive subgroups
Rg ⊆ R for every g ∈ G, such that

R =
⊕
g∈G

Rg
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andRg ·Rh ⊆ Rg+h

for all g, h ∈ G.
(ii) An element a ∈ R is called homogeneous if a ∈ Rg for some g ∈ G. In case
a 6= 0we call deg(a) := g the degree of a. We set deg(0) := −∞.
(iii) Every element a ∈ R has a unique decomposition

a =
∑
g∈G

ag,

where ag is homogeneous of degree g, and just finitely many ag are 6= 0. With
this notation we call ag the homogeneous component of degree g of a.
(iv) If R, S are two G-graded rings, then a ring homomorphism ϕ : R → S is
called graded if

ϕ(Rg) ⊆ Sg

holds for all g ∈ G. 4

Example 3.2.2. (i) Every ringR can be triviallyG-graded byR0 := R andRg :=
{0} for g 6= 0.
(ii) OnR = k[x] aZ-grading is uniquely defined by

k ⊆ R0 und deg(xi) = 1.

HereRd consists precisely of the polynomials

p =
∑
|α|=d

pαx
α,

andRd = {0} for d < 0. �is grading is also called the standard grading of k[x].
(iii) More generally we can prescribe k ⊆ R0 and deg(xi) = di ∈ Z, and obtain a
unique such grading onR = k[x], called aweighted degree-grading.
(iv) For R = k[x] there is for instance also the Zn-grading withRα = k · xα for
α ∈ Nn andRβ = {0} for β ∈ Zn \ Nn. 4

Lemma 3.2.3. For everyG-graded ringRwe have 1 ∈ R0, andR0 is a subring ofR.

Proof. Write
1 =

∑
g∈G

eg
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with eg ∈ Rg. For homogeneous a ∈ Rh we then have

a = 1 · a =
∑
g

ega

and from ega ∈ Rg+h it follows that e0a = a holds. Here we used the uniqueness
of the decomposition into homogeneous summands. �is implies e0a = a for all
a ∈ R, and hence e0 = 1.

Remark 3.2.4. In graded rings computation are sometimes easier than in un-
graded rings. For example, below we are often going to use the following fact:
If

a =
∑
i

bici

and both a and all ci are homogeneous, then the bi can be assumed as homoge-
neous as well, with

deg(bi) = deg(a)− deg(ci).

�is is because we can replace every bi by its homogeneous component of degree
deg(a)− deg(ci) and the equation will still hold. 4

Lemma 3.2.5. LetR be aG-graded ring and I ⊆ R an ideal. �en the following condi-
tions on I are equivalent:

(i) a ∈ I ⇒ ag ∈ I for all g ∈ G

(ii) I =
⊕

g∈G (I ∩Rg)

(iii) I is generated by homogeneous elements.

Proof. Exercise 67.

Definition3.2.6. An ideal I which satisfies the conditions inLemma3.2.5 is called
homogeneous ideal. 4

Example 3.2.7. (i) Let ϕ : R → S be a graded homomorphism. �en ker(ϕ) is
a homogeneous ideal. More generally, ϕ−1(J) is a homogeneous ideal for every
homogeneous ideal J ⊆ S.
(ii) IfR isZ-graded withRd = {0} for d < 0, then

R+ =
⊕
d>1

Rd
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is a homogeneous ideal. R+ is called the irrelevant ideal. If the ringR0 is a field,
then every proper homogeneous ideal is contained in R+. In order to give the
set of proper homogeneous idealsmultiplemaximal elements,R+ is often disre-
garded.
(iii)With respect to the grading in Example 3.2.2 (iv) the homogeneous ideals are
precisely the ideals generated by monomials (cf. Definition 2.1.2). 4

Lemma 3.2.8. LetR be aG-graded ring.
(i) Sums, products, and intersection of homogeneous ideals inR are again homogeneous.
(ii) If I is a homogeneous ideal, thenR/I becomesG-graded via the grading

(R/I)g := Rg/I

for g ∈ G.

Proof. (i) is clear, for example with the property (i) in Lemma 3.2.5. For (ii) first
note that the Rg/I are additive subgroups of R/I. It is also clear that Rg/I ·
Rh/I ⊆ Rg+h/I as well as R/I =

∑
g Rg/I. It remains to show that the sum

is direct. So let ag ∈ Rg such that∑
g

ag = 0 inR/I.

�ismeans
∑

g ag ∈ I, and from the homogeneity of I it follows ag ∈ I for all g.
�is implies ag = 0 for all g.

Remark 3.2.9. Let I be a homogeneous ideal of the graded ring R, and let R/I
be equipped with the grading just introduced. �en one can easily show that the
homogeneous ideals of R/I exactly correspond to the homogeneous ideals J of
Rwith I ⊆ J . 4

From now on we assume thatG is an ordered abelian group, i.e. there is a total
ordering6 onG such that

a 6 b⇒ a+ c 6 b+ c

for all a, b, c ∈ G. Almost always we will have G = Z anyway, and in this case
such an ordering exists. Our ringR from now on shall always beG-graded.

Lemma 3.2.10. Let I be a proper homogeneous ideal inR. �en I is a prime ideal if and
only if for all homogeneous a, b ∈ Rwe have

ab ∈ I ⇒ a ∈ I or b ∈ I.
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Proof. One implication is trivial. Now let a, b ∈ R, not necessarily homogeneous,
with a, b /∈ I. Further let g, h ∈ G be themaximal indices with respect to6with
ag /∈ I, bh /∈ I.�enwe have

(ab)g+h = agbh + · · ·︸︷︷︸
∈I

because for g′ 6= g, h′ 6= hwith g′+h′ = g+h either g < g′ or h < h′must hold.
From the assumption it follows that agbh /∈ I, and hence also (ab)g+h /∈ I. Since
I is homogeneous, we obtain ab /∈ I.

Lemma 3.2.11. All minimal prime ideals over the homogeneous ideal I are also homoge-
neous.

Proof. Exercise 69.

Corollary 3.2.12. For every homogeneous ideal I ofR, the radical
√
I is the intersection

of all homogeneous prime ideals over I. In particular,
√
I is itself homogeneous.

Lemma 3.2.13. LetR be aG-graded ring andM ⊆ R amultiplicative subset consisting
of homogeneous elements. �en the localizationM−1R becomes aG-graded ring via the
grading

(M−1R)g :=
{ a
m
| m ∈M,a ∈ Rdeg(m)+g

}
.

Proof. Obviously (M−1R)g is anadditive subgroupofM−1R, andwehave (M−1R)g·
(M−1R)h ⊆ (M−1R)g+h as well as

M−1R =
∑
g

(M−1R)g.

It remains to show that the sum is direct. So let

0 =
∑
g

ag
mg

=

∑
g ag

∏
h6=gmh∏

hmh

inM−1R,

be a finite sumwith ag ∈ R homogeneous,mg ∈M , and

deg(ag) = deg(mg) + g.

�en there is anm ∈M such that

m ·

(∑
g

ag
∏
h6=g

mh

)
= 0 inR.
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Here the summand with index g is homogeneous of degree

deg(m) + g + deg

(∏
h

mh

)
.

Since these are different degrees for different g, it follows that

m · ag ·
∏
h6=g

mh = 0

for all g, and this implies ag
mg

= 0 inM−1R for all g.

Definition 3.2.14. LetM be a multiplicative set consisting of homogeneous ele-
ments inR. �e subring

R(M) := (M−1R)0 =
{ a
m
| a ∈ Rdeg(m)

}
of the localizationM−1R is called homogeneous localizationwith respect toM .
We will learn about its geometric interpretation for example in �eorem 4.1.20
below. 4

Example 3.2.15. (i) Let m ∈ R be homogeneous of degree g ∈ G. Set M =
{1,m,m2, . . .} and write

R(m) = R(M) =
{ a

mr
| a ∈ Rr·g

}
.

(ii) Let p ⊆ R be a homogeneous prime ideal, andM the set of all homogeneous
elements inR \ p. �enM is a multiplicative set and we call

R(p) := R(M) =
{ a
m
| a,m ∈ R homogeneous ,m /∈ p, deg(a) = deg(m)

}
the homogeneous localization ofR in p.
(iii)Note that there is anatural homomorphismR→M−1R, but ingeneral there
is no such homomorphism fromR toR(M). 4

3.3 Projective Algebraic Varieties
Again let k be an arbitrary field andK an algebraically closed extension field. We
write

Pn := Pn(K) = P(Kn+1).
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Note thatwith regard toDefinition 3.1.1we considerKn+1 asK-vector space, and
not as k-vector space. �us elements of Pn are one-dimensional K-subspaces
of Kn+1. From now on we set x = (x0, . . . , xn) and always equip k[x] with the
standard grading. For homogeneous p ∈ k[x] and v ∈ Kn+1 as well as λ ∈ K we
have

p(λ · v) = λdeg(p) · p(v).

So if a homogeneous polynomial vanishes on a point, it vanishes on the entire line
spanned by that point, and hence for a = [v] ∈ Pn the equation

p(a) = 0 :⇔ p(v) = 0

is well-defined. Similarly wewrite p(a) 6= 0 if p(v) 6= 0. For an arbitrary p ∈ k[x]
write

p = p0 + p1 + · · ·+ pd

with homogeneous pi ∈ k[x]i and define

p(a) = 0 :⇔ p0(a) = p1(a) = · · · = pd(a) = 0.

Because of

p(λ · v) = p0 + λ · p1(v) + λ2 · p2(v) + · · ·+ λd · pd(v),

this is equivalent to
p(λv) = 0 for all λ ∈ K,

i.e. p vanishes on the entire line spanned by v.

Definition 3.3.1. Let P ⊆ k[x] and ∅ 6= V ⊆ Pn.
(i) We define

V+(P ) = {a ∈ Pn | p(a) = 0 for all p ∈ P}

and
I+(V ) := {p ∈ k[x] | p(a) = 0 for all a ∈ V } .

We call V+(P ) the projective variety defined by P, and I+(V ) the vanishing
ideal of V .
(ii) A set of the form V+(P )with P ⊆ k[x] is called a projective k-variety.
(iii) We set

V̂ :=
⋃
a∈V

a =
{
v ∈ Kn+1 | v 6= 0, [v] ∈ V

}
∪ {0}
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and call V̂ the affine cone over V .
(iv) We set

I+(∅) := (x0, . . . , xn)

(the irrelevant ideal) and
∅̂ := {0}.

(v) For homogeneous p ∈ k[x] let

D+(p) := {a ∈ Pn | p(a) 6= 0} = Pn \ V+(p). 4

Remark 3.3.2. (i) For arbitrary V ⊆ Pn we have k[x]

I+(V ) = I(V̂ ).

In particular, I+(V ) is a radical ideal. On the other hand I+(V ) is by the defini-
tion of "p(a) = 0" also a homogeneous ideal.
(ii) ForM ⊆ k[x] letMh be the set of all homogeneous components of elements
inM , and I = (Mh) the ideal generated by this set. �en we have

V+(M) = V+(Mh) = V+(I) = V+

(√
I
)

(iii) We have
V+ (k[x]) = V+((x0, . . . , xn)) = ∅

and
V+(0) = Pn.

For homogeneous ideals I, J, Iλ (λ ∈ Λ)we have

V+(I) ∪ V+(J) = V+(I ∩ J) = V+(IJ)

and ⋂
λ∈Λ

V+(Iλ) = V+

(∑
λ∈Λ

Iλ

)
.

(iv) For arbitrary subsets Vλ ⊆ Pn (λ ∈ Λ) we have⋃̂
λ

Vλ =
⋃
λ

V̂λ and
⋂̂
λ

Vλ =
⋂
λ

V̂λ.
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(v) If I ( k[x] is a homogeneous ideal, then we have

V̂+(I) = V(I) ⊆ An+1.

�is is because for every point v ∈ V(I)we have [v] ⊆ V(I), since I is generated
by homogeneous elements. Note that this is not true for I = k[x], because ∅̂ =
{0} 6= ∅. For I = (x0, . . . , xn) however it is true. Further note that the statement
is also not true for non-homogeneous ideals. For instance, by definition we have

V+(x0 − 1) = ∅ ⊆ P1, ̂V+(x0 − 1) = {0},

but
V(x0 − 1) = {(1, r) | r ∈ K} ⊆ A2. 4

Definition 3.3.3. �e k-Zariski topology onPn is the topology with the projective
k-varieties as its closed sets. By Remark 3.3.2 (iii) this indeed is a topology. 4

Lemma 3.3.4. (i) A subsetV ⊆ Pn is closed if and only if V̂ ⊆ An+1 is closed.
(ii)�e k-Zariski topology onPn is noetherian.

Proof. For (i) first let V = V+(I) for a homogeneous ideal I 6= 1 (cf. Remark
3.3.2 (ii)). �en by Remark 3.3.2 (v) we have V̂ = V(I), which is closed in An+1.

Conversely let V̂ ⊆ An+1 be closed. �en I := I(V̂ ) is a homogeneous ideal 6= 1,
because V̂ is nonempty and a union of lines through the origin. ForW := V+(I)
we then have

Ŵ = V(I) = V̂ ,

where we have used that V̂ is closed for the last equality. But then V = W =
V+(I) is closed.
For (ii) let

V0 ⊇ V1 ⊇ · · ·

be a descending chain of closed sets in Pn. �en

V̂0 ⊇ V̂1 ⊇ · · ·

is a descending chain of closed sets inAn+1. �is chain becomes stationary, and
thus this is also true for the initial chain.

�eorem 3.3.5. Let I 6= 1 be a homogeneous ideal in k[x], and let V ⊆ Pn be a subset.
�enwe have
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(i) I+(V+(I)) =
√
I.

(ii) V+(I+(V ))) = V .

(iii) V 7→ I+(V ) is a bijection between the closed subsets of Pn and the homogeneous
radical ideals 6= 1 in k[x]. �e inverse mapping is given by I 7→ V+(I).

Proof. (i) can be seen by

I+(V+(I)) = I(V̂+(I)) = I(V(I)) =
√
I,

where we have used Remark 3.3.2 and �eorem 1.2.14. (ii) follows immediately
from the definition of the Zariski topology, because V+(I+(V )) is obviously the
smallest closed superset of V . (iii) follows immediately from (i) and (ii).

Remark 3.3.6. In the affine case, the empty variety is defined precisely by the
ideal I = (1) and by no other ideal (cf. �eorem 1.2.11). In the projective space, ∅
arises either from a homogeneous system of equations that is already unsolvable
in An+1, i.e. from the trivial homogeneous radical ideal k[x], or from a homo-
geneous system that defines {0} in An+1, for example from the irrelevant ideal
k[x]+. Both are homogeneous radical ideals, and in �eorem 3.3.5 we have cho-
sen k[x]+.
�e (not necessarily radical) homogeneous ideals that define ∅ ⊆ Pn can be de-
scribed evenmore precisely. In order to do this we consider the ideal quotient

(I : J) = {a ∈ A | aJ ⊆ I} ,

and further define

(I : J∞) :=
∞⋃
d=0

(I : Jd).

Note that (I : J∞) as the union of the ascending chain

I ⊆ (I : J) ⊆ (I : J2) ⊆ · · ·

is again an ideal. It is called the saturation of I with respect to J . 4

�eorem 3.3.7. Let I ⊆ k[x] be a homogeneous ideal andm = (x0, . . . , xn) the irrele-
vant ideal. �en the following are equivalent:

(i) V+(I) = ∅
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(ii) md ⊆ I for some d > 0

(iii) (I : m∞) = (1)

(iv) k[x]d ⊆ I for some d > 0.

Proof. We have (I : m∞) =
⋃
d>0(I : md) and therefore

(I : m∞) = (1) ⇔ 1 ∈ (I : md) for some d > 0 ⇔ md ⊆ I for some d > 0.

�is shows the equivalence of (ii) and (iii). For (i)⇒(ii) let V = V+(I) = ∅ and
I 6= 1. From�eorem 3.3.5 it follows that

m = I+(V ) =
√
I,

and in particular we have xri ∈ I for all i and some r. �is impliesmr(n+1) ⊆ I,
as can be easily verified. �e implication (ii)⇒(iv) follows immediately from

k[x]d ⊆ md.

(iv)⇒(i) holds because V+(xd0, . . . , x
d
n) = ∅.

Definition 3.3.8. Let V ⊆ Pn be a projective k-variety. �en the Z-graded k-
algebra

k+[V ] := k[x]/I+(V )

is called the projective coordinate ring of V (the grading is defined as in Lemma
3.2.8 (ii)). 4

Remark 3.3.9. Let V ⊆ Pn be a projective k-variety.
(i) �e affine cone V̂ ⊆ An+1 over V is an affine k-variety, and we have I(V̂ ) =
I+(V ). �erefore

k[V̂ ] = k+[V ]

holds for the ungraded rings.
(ii) �e elements of k+[V ] cannot be regarded as functions on V as in the affine
case. Although the condition p(v) = 0 is well defined for p ∈ k+[V ] and v ∈ V ,
the value p(v) is not. However if p, q ∈ k+[V ] are homogeneous of the same degree,
then

v 7→ p(v)

q(v)

is a well-definedmap V \ V+(q)→ A1.
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(iii) For a homogeneous ideal J ⊆ k+[V ]we define

VV,+(J) := {v ∈ V | p(v) = 0 ∀p ∈ J} ,

and for a homogeneous element p ∈ k+[V ]we define

DV,+(p) := V \ VV,+(p).

�ehomogeneous radical ideals of k+[V ] correspond to the homogeneous radical
ideals of k[x] that contain I+(V ), and these in turn correspond to the projective
k-subvarieties of V.�us we obtain the following analogue to Remark 1.4.4: �e
map VV,+(·) yields a bijection between homogeneous radical ideals 6= 1 in k+[V ]
and k-subvarieties of V . 4

Construction 3.3.10. For i ∈ {0, . . . , n} consider the well-defined bijection

φi : D+(xi)→ An

(a0 : . . . : an) 7→
(
a0

ai
, . . . ,

âi
ai
, . . . ,

an
ai

)
(b1 : . . . : 1 : . . . : bn)←[ (b1, . . . , bn)

For simplicity we restrict ourselves to the case i = 0. For 0 6= p ∈ k[x1, . . . , xn]
we define

ph := x
deg(p)
0 · p

(
x1

x0

, . . . ,
xn
x0

)
∈ k[x0, . . . , xn]deg(p)

0h := 0

and call ph the homogenization of p by x0. For deg(p) = d and p =
∑
|α|6d pαx

α

we have
ph :=

∑
|α|6d

pα · xd−|α|0 · xα.

�us we make p homogeneous by multiplying every monomial in p, which does
not have themaximal degree d, with x0 until it has degree d. For examplewe have

(x2
1 − x2 + 1)h = x2

1 − x0x2 + x2
0.

By the definition
(p1 · p2)h = ph1 · ph2
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is clear. Conversely let q ∈ k[x0, . . . , xn] be homogeneous. �en we set

q̃ := q(1, x1, . . . , xn) ∈ k[x1, . . . , xn]

and call q̃ the dehomogenization of q by x0. We obviously have

p̃h = p,

and
xm0 · (q̃)h = q for somem > 0.

In the last equationm > 1 occurs if and only if the degree of q decreases when
dehomogenized, that is when every monomial in q is divisible by x0. Hence we
havem = deg(q) − deg(q̃). In the following lemma we show that the algebraic
construction of homogenizing anddehomogenizing precisely corresponds to ap-
plying φ0 on the geometric side. 4
Lemma 3.3.11. With the previous constructions we obtain for p ∈ k[x1, . . . , xn] that

φ−1
0 (V(p)) = V+(ph) ∩ D+(x0),

and for homogeneous q ∈ k[x0, . . . , xn]that

φ0 (V+(q) ∩ D+(x0)) = V(q̃).

Proof. We have

φ−1
0 (V(p)) =

{
(a0 : . . . : an) | a0 6= 0, p

(
a1

a0

, . . . ,
an
a0

)
= 0

}
=

{
(a0 : . . . : an) | a0 6= 0, a

deg(p)
0 · p

(
a1

a0

, . . . ,
an
a0

)
= 0

}
=
{

(a0 : . . . : an) | a0 6= 0, ph(a0, . . . , an) = 0
}

= V+(ph) ∩ D+(x0)

and

φ0 (V+(q) ∩ D+(x0)) =

{(
a1

a0

, . . . ,
an
a0

)
| a0 6= 0, q(a0, . . . , an) = 0

}
=

{(
a1

a0

, . . . ,
an
a0

)
| a0 6= 0, a

deg(q)
0 q

(
1,
a1

a0

. . . ,
an
a0

)
= 0

}
= {(b1, . . . , bn) | q̃(b1, . . . , bn) = 0}
= V(q̃).
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x2

x1

x0

V+(x0)

D+(x0) ∼= An

V(p)

V+(ph)

�eorem 3.3.12. For all i ∈ {0, . . . , n} the map φi : D+(xi) → An is a homeomor-
phismwith respect to the Zariski topologies.

Proof. φi is bijective and by Lemma 3.3.11 images and preimages of closed sets are
closed.

Remark 3.3.13. �eorem 3.3.12 implies that

Pn = D+(x0) ∪ · · · ∪ D+(xn)

is an open covering with subsets homeomorphic toAn. 4

Definition 3.3.14. Let I ⊆ k[x1, . . . , xn] be an ideal. �e homogenization Ih of I
is the homogeneous ideal

Ih :=
(
ph | p ∈ I

)
⊆ k[x0, . . . , xn]. 4

Corollary 3.3.15. We have

φ−1
0 (V(I)) = V+(Ih) ∩ D+(x0).

Proof.

φ−1
0 (V(I)) = φ−1

0

(⋂
p∈I

V(p)

)
=
⋂
p∈I

φ−1
0 (V(p))

= D+(x0) ∩
⋂
p∈I

V+(ph) = D+(x0) ∩ V+(Ih),

where we have used Lemma 3.3.11.
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Lemma 3.3.16. Let I ⊆ k[x1, . . . , xn] be an ideal.
(i) Every homogeneous q ∈ Ih is of the form q = xr0 · ph for some p ∈ I.
(ii) We have

√
Ih =

√
I
h
. In particular, the homogenization of a radical ideal is again a

radical ideal.

Proof. For (i) write q =
∑

i gip
h
i with gi ∈ k[x0, . . . , xn] and pi ∈ I. Since q and all

phi are homogeneous, we can assume that the gi are homogeneous as well. �us

q =
∑
i

xri0 g̃
h
i p

h
i

with deg(gi) + deg(pi) = deg(q) =: d and ri = deg(gi)− deg(g̃i).We have

d′ := deg

(∑
i

g̃ipi

)
6 d,

since every term in the sum has at most degree d. We obtain

xd−d
′

0

(∑
i

g̃ipi

)h

= xd−d
′

0 ·
∑
i

x
d′−deg(g̃i)−deg(pi)
0 g̃hi p

h
i

=
∑
i

x
d−deg(g̃i)−deg(pi)
0 g̃hi p

h
i

=
∑
i

xri0 g̃
h
i p

h
i = q.

�is shows (i). (ii) is Exercise 70.

Definition 3.3.17. For every affine k-variety V ⊆ An the set

V := φ−1
0 (V ) ⊆ Pn

is called the projective closure of V in Pn (with respect to φ−1
0 ). Often we will

suppress φ0 in the notation. Since Pn precisely induces the Zariski topology on
An, we have V ∩ An = V. 4

�eorem 3.3.18. Let I ⊆ k[x1, . . . , xn] be an ideal. For the projective closure we then
have

V(I) = V+

(
Ih
)
and I+

(
V(I)

)
=
√
Ih =

√
I
h

= I(V(I))h.
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Proof. Let V := V(I). �e first assertion follows from the second by applying
V+(·). So first let p ∈

√
I = I(V ). �en ph ≡ 0 holds on φ−1

0 (V ) by Lemma
3.3.11. But then ph ≡ 0 also holds on φ−1

0 (V ) = V , i.e. ph ∈ I+

(
V
)
. �is shows

√
I
h ⊆ I+

(
V
)
. Conversely let g ∈ I+

(
V
)
, and w.l.o.g. g homogeneous. Write

g = xm0 g1 with x0 - g1. �en g1 ≡ 0 holds onD+(x0)∩V , and hence g̃1 ≡ 0 holds
on V again by Lemma 3.3.11. �is implies g̃1 ∈

√
I, and g1 = g̃h1 holds because

x0 - g1.�us g1 and likewise g are in
√
I
h
.

Remark 3.3.19. For I = (p1, . . . , ps)we have(
ph1 , . . . , p

h
s

)
⊆ Ih

but in general this is not an equality. For p1 = x1, p2 = x1 + 1we have

I = (p1, p2) = (1)

and therefore Ih = (1). But(
ph1 , p

h
2

)
= (x1, x1 + x0) 6= (1). 4

Definition 3.3.20. (i) LetV ⊆ An be an affine k-variety andV ⊆ Pn its projective
closure. LetH = V+(x0) ⊆ Pn. �en the points in

H ∩ V = V \ V

are called the points at infinity of V . �ey form a closed set inH = Pn−1.
(ii) For 0 6= p ∈ k[x1, . . . , xn]write p = p0 + p1 + · · ·+ pd with pi homogeneous
of degree i, pd 6= 0. �en

LF(p) := pd

is called the leading form of p. Note that

LF(p) = ph(0, x1, . . . , xn)

holds.
(iii) For an ideal I ⊆ k[x1, . . . , xn] the ideal

LF(I) := (LF(p) | p ∈ I)

is called the leading form ideal of I, a homogeneous ideal in k[x1, . . . , xn]. 4
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Corollary 3.3.21. Let I ⊆ k[x1, . . . , xn] be an ideal and V = V(I) ⊆ An. LetH =
V+(x0). �enwe have

V ∩H = V+(LF(I)) ⊆ H ∼= Pn−1,

where we considerH ∼= Pn−1 with homogeneous coordinates (x1 : . . . : xn). In particu-
lar, we have I+(V ∩H) =

√
LF(I) in k[x1, . . . , xn].

Proof. Because V = V+(Ih), we obtain in Pn that

V ∩H = V+((x0) + Ih) = V+((x0) + LF(I)),

since ph ≡ LF(p) modulo (x0). When we restrict ourselves to H, we obtain
V+(LF(I)) ⊆ H = Pn−1.

Example 3.3.22. (i) �e projective closure of an affine hypersurface

V(p) ⊆ An

(with 0 6= p ∈ k[x1, . . . , xn]) is

V = V+(ph)

because (p)h = (ph). If p is square-free, then I+

(
V
)

=
√

(p)
h

= (p)h = (ph).
�e points at infinity of V are the roots of LF(p) in V+(x0) = Pn−1.
(ii) For p ∈ k[x1, x2]with deg(p) > 1 consider the affine curve V = V(p) ⊆ A2.
�ere is a factorization

LF(p) = c ·
d∏
i=1

(aix1 + bix2)

with (ai : bi) ∈ P1
(
k
)
, c ∈ k∗, where the (ai : bi) are uniquely determined.

�is factorization can be obtained by factorizing LF(p)(x1, 1) ∈ k[x1] over k and
re-homogenizing the factors. Hence the points at infinity of V are just the

(0 : bi : −ai) ∈ P2 i = 1, . . . , d,

or alternatively the points

(bi : −ai) ∈ P1 = V+(x0) i = 1, . . . , d.
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(iii) For p = x2
1 − x2

2 − 1 the set V(p) is a hyperbola. Since

LF(p) = x2
1 − x2

2 = (x1 + x2)(x1 − x2),

we obtain the two points at infinity

(0 : 1 : 1) (0 : 1 : −1).

(iv) For p = (x1 − a1)2 + (x2 − a2)2 − r2 the set V(p) is a circle. Because

LF(p) = x2
1 + x2

2,

there are the two points at infinity

(0 : 1 :
√
−1) (0 : 1 : −

√
−1),

which cannot be seen in the real image however.

(v) For p = x2
1 − x2 the set V(p) is a parabola. Since

LF(p) = x2
1,
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we just obtain the single point at infinity

(0 : 0 : 1).

4
Remark 3.3.23. Even if I ⊆ k[x] is a radical ideal, this does not have to be the case
for LF(I). �is can be seen for instance in the last example I = (x2

1 − x2). Here
we have LF(I) = (x2

1). 4

3.4 �eFundamental�eoremof Elimination�eory
In Section 1.4 we have seen that the image of an affine variety under a morphism
is not necessarily closed, i.e. is not necessarily again an affine variety. An example
is the projection of the variety V(x1x2 − 1) ⊆ A2 onto the x1-component. �e
image in this example isA1 \ {0}.

x1

x2

V(x1x2 − 1)

�e reason that the image fails to be closed is that the preimage of a point a ∈ A1

"vanishes towards infinity" when a goes to 0. In the projective space we now also
have points at infinity available, which is the reasonwhy the situation is different.
In this section let

x = (x0, . . . , xm), y = (y1, . . . , yn)
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be two tuples of variables. A polynomial p ∈ k[x, y] is called homogeneous in x
if it is homogeneous in the polynomial ring (k[y])[x]with respect to the standard
grading. �is just means that for every monomial xαyβ of p we have |α| = d for
some fixed d ∈ N. Now let p1, . . . , pr ∈ k[x, y] be homogeneous in x. �en the
following set is well-defined:

X := {(a, b) ∈ Pm × An | p1(a, b) = · · · = pr(a, b) = 0} .

Let

π : Pm × An → An

(a, b) 7→ b

be the projection onto the second component.

�eorem 3.4.1 (Fundamental �eorem of Elimination �eory). �e set π(X) is k-
closed inAn.

Proof. For b ∈ An we have

b ∈ π(X) ⇔ V+(p1(x, b), . . . , pr(x, b)) 6= ∅.

LetR = K[x] equippedwith the standard grading. From�eorem3.3.7 it follows

b ∈ π(X) ⇔ Rd * (p1(x, b), . . . , pr(x, b)) ∀d > 0.

For d > 0 let

Yd := {b ∈ An | Rd * (p1(x, b), . . . , pr(x, b))} .

�enwe have

Y0 ⊇ Y1 ⊇ Y2 ⊇ · · · and
⋂
d>0

Yd = π(X).

Hence it suffices to show thatYd is closed for all large enough d. Let di = degx(pi)
and d > max{d1, . . . , dr}.�en

b /∈ Yd ⇔ Rd ⊆ (p1(x, b), . . . , pr(x, b))

⇔ the xα · pi(x, b)with |α| = d− di span the entire spaceRd overK.
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For the second equivalence we have used Remark 3.2.4. When we expand the
xα · pi(x, b) in a suitable basis of Rd (e.g. the monomial basis) and write the co-
efficients into a matrix B, then the entries of B are polynomials over k in b and
altogether we obtain

b /∈ Yd ⇔ rank(B) > dimK Rd.

Equivalently we can rewrite this as

b ∈ Yd ⇔ rank(B) < dimK Rd

⇔ all minors ofB of size dimK Rd vanish.

�e last condition defines a k-closed set.

Remark 3.4.2. �e Fundamental �eorem of Elimination �eory states that for
all x-homogeneous polynomials p1, . . . , pr ∈ k[x, y] there are q1, . . . , qs ∈ k[y]
such that for all b ∈ Kn we have(

∃a ∈ Pm(K) :
∧
i

pi(a, b) = 0

)
⇔
∧
j

qj(b) = 0.

�at is, the existential quantifier can be eliminated. 4

Remark 3.4.3. All varieties are noetherian in the Zariski topology and are there-
fore quasi-compact, i.e. every open cover has a finite subcover. In non-Hausdorff
spaces the notion of quasi-compactness is often not quite helpful. �e Funda-
mental �eorem of Elimination �eory is some kind of an alternative compact-
ness property for Pn. A Hausdorff spaceX is compact if and only if for all Haus-
dorff spaces Y the projection

π : X × Y → Y

maps closed sets to closed sets. �is can be proven in Exercise 73. 4

Wealso obtain theFundamental�eoremofElimination�eory for the casePm×
Pn. Let

x = (x0, . . . , xm) y = (y0, . . . , yn)

and let pi ∈ k[x, y] be bihomogeneous, i.e. homogeneous in both x and y.�en

X = {(a, b) ∈ Pm × Pn | p1(a, b) = · · · = pr(a, b) = 0}

is well-defined. Let π : Pm × Pn → Pn be the projection.
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Corollary 3.4.4. �e set π(X) ⊆ Pn is closed.

Proof. LetX ′ ⊆ Pm × An+1 be the set of roots of the pi and let

π′ : Pm × An+1 → An+1

be the projection. By �eorem 3.4.1 the image π′(X ′) is closed in An+1. On the
other hand we obviously have π′(X ′) = π̂(X), and the assertion follows from
Lemma 3.3.4 (i).

Corollary 3.4.5. Let p1, . . . , pr ∈ k[x0, . . . , xm] be homogeneous and let f0, . . . , fn ∈
k[x0, . . . , xm] homogeneous of the same degree. Further let

V = V+(p1, . . . , pr) ⊆ Pm

and assume that
V ∩ V+(f0, . . . , fn) = ∅.

�en the image of the (well-defined!) map

f : V → Pn

a 7→ (f0(a) : . . . : fn(a))

is closed inPn.

Proof. �e graph

Γf := {(a, b) ∈ Pm × Pn | a ∈ V, b = f(a)}

can be defined bihomogeneously by the equations pi(a) = 0 for i = 1, . . . r and

bjfk(a)− bkfj(a) = 0

for j, k = 0, . . . , n. By Corollary 3.4.4 the set

f(V ) = π(Γf )

is closed in Pn.

In the last corollarywecanseehowtheFundamental�eoremofElimination�e-
ory can be applied in situations where the compactness would be invoked in the
case of Hausdorff spaces. �e set V is quasi-compact in the Zariski topology and
the map f is continuous. �us the image is again quasi-compact, and in Haus-
dorff spaces this implies that the image is closed.
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Chapter 4

Quasi-Projective Varieties

In this chapter we further generalize the notions of varieties and morphisms, to
reachamoreflexible framework. Inparticularweobtaina suitablenotionofmor-
phism for projective varieties.

4.1 Quasi-ProjectiveVarieties,RegularFunctionsand
Morphisms

Definition 4.1.1. LetX be a topological space. A subset Y ⊆ X is called locally
closed inX, if it fulfills one of the following equivalent conditions:

(i) Y is relatively open in Y

(ii) �ere exists an open subsetO ⊆ X and a closed subset A ⊆ X with Y =
O ∩ A. 4

Remark4.1.2. (i) Open and closed subsets ofX are locally closed. Finite intersec-
tions of locally closed subsets ofX are locally closed.
(ii) For a locally closed subset Y ⊆ X andZ ⊆ Y we have

Z locally closed in Y ⇔ Z locally closed inX.

(iii) Inverse imagesof locally closedsetsunder continuousmapsare locally closed.
4

Definition 4.1.3. A quasi-projective k-variety V is a locally closed subset of some
An oder Pn, with respect to the k-Zariski topology. IfW ⊆ V is a locally closed

77
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(closed, open) subset, we callW a locally closed (closed, open) subvariety of V .
4

Remark4.1.4. Closed sets are definedbypolynomial equations, open sets by their
complements. So a quasi-projective variety can be seen as the set of solutions to
a system of polynomial equations and inequations (and unions thereof). 4

Definition 4.1.5. Let V ⊆ An (V ⊆ Pn, respectively) be a locally closed subset.
(i) A (k-)regular function on V is a function

f : V → A1

with the following property: For all a ∈ V there exists an open neighborhood
U ⊆ V of a and polynomials p, q ∈ k[x1, . . . , xn] (homogeneous polynomials
p, q ∈ k[x0, . . . , xn] of the same degree, respectively) with q 6= 0 onU , and

f(b) =
p(b)

q(b)

for all b ∈ U .
(ii) ByO(V ) we denote the set of all k-regular functions on the quasi-projective
variety V . 4

Lemma 4.1.6. LetV be a quasi-projective variety.
(i)�e setO(V ) is a k-algebra with respect to pointwise operations.
(ii) For every f ∈ O(V ) the set

VV (f) := {a ∈ V | f(a) = 0}

is closed inV , and the set
DV (f) := V \ VV (f)

is open inV .
(iii) If f ∈ O(V ) fulfills f(a) 6= 0 for all a ∈ V , then 1

f
is a regular function onV .

(iv) IfW ⊆ V is locally closed and f ∈ O(V ), then f|W ∈ O(W ).�e restriction map
O(V )→ O(W ) is a homomorphism of algebras.

Proof. (i) and (iv) are obvious. For (ii) it is enough to show that for each a ∈ V
there exists an open neighborhood U ⊆ V with U ∩ VV (f) closed in U . Now if
f = p

q
holds on an open neighborhood U of a, then VV (f) ∩ U = V(p) ∩ U is

closed inU . Statement (iii) is easy, since f−1 = q
p
holds onU , if f = p

q
onU .
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Remark 4.1.7. (i) For each quasi-projective variety V and each locally closed sub-
setW ⊆ V the algebraO(W ) is defined, sinceW itself is locally closed inAn or
Pn. For each inclusionW ′ ⊆ W we have the restriction mapO(W ) → O(W ′),
which is a k-algebra homomorphism.
(ii) �e property of being regular (of a function f : V → A1) is local with respect
to V . �at is, whenever V =

⋃
i∈I Ui is an open covering, then

f regular ⇔ f|Ui regular for all i ∈ I.

(iii) From now on we will say variety instead of quasi-projective k-variety. 4

We will first show that the notion of a regular function coincides with the one
fromDefinition 1.4.1, in case the variety is affine.

�eorem4.1.8. LetV ⊆ An be closed ands ∈ k[V ]. �en the canonical homomorphism

k[V ]s → O (DV (s))

is an isomorphism.

Proof. Injectivity: Take p/sm ∈ k[V ]s and assume p/sm = 0 inO (DV (s)). �en
p|DV (s)

≡ 0, so ps ≡ 0 on V , and thus ps = 0 in k[V ]. �is implies p
sm

= 0 in
k[V ]s.
For surjectivity let f ∈ O (DV (s)). By quasi-compactness ofDV (s) there exists a
finite open covering

DV (s) = U1 ∪ · · · ∪ Ur
and elements pi, qi ∈ k[V ]with

f =
pi
qi
onUi.

Without loss of generalitywe can even assumeUi = DV (si) for certain si ∈ k[V ].
FromUi ⊆ DV (qi)we conclude

Ui = DV (q2
i si),

and since
pi
qi

=
piqisi
q2
i si

onUi

we can finally assume
Ui = DV (qi)
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as well as
pi ≡ 0 on VV (qi).

We now have
piqj = pjqi

as elements of k[V ], for all i, j = 1, . . . , r. �is is because on VV (qiqj) both sides
vanish, and onDV (qiqj) = Ui ∩ Uj we can divide by qiqj pointwisely and obtain

pi
qi

=
pj
qj
,

since both sides represent f onUi∩Uj. FromDV (s) = U1∪· · ·∪Ur we conclude

VV (s) = VV (q1. . . . , qr),

and Hilbert’s Nullstellensatz implies

s ∈
√

(q1, . . . , qr) ⊆ k[V ].

So let
sm = b1q1 + · · ·+ brqr

for somem > 1 and b1, . . . , br ∈ k[V ]. We set

p := p1b1 + · · ·+ prbr

and claim that
f =

p

sm

holds on the whole ofDV (s). For i = 1, . . . , r we indeed have

qip =
r∑
j=1

qipjbj =
r∑
j=1

qjpibj = pi

r∑
j=1

qjbj = pis
m,

and this means
p

sm
=
pi
qi

= f onUi = DV (qi).

Corollary 4.1.9. For every affine variety V ⊆ An we haveO(V ) = k[V ], i.e. every
regular function onV is globally defined by a polynomial.
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Regular functionsonaprojective varietywill be classified in�eorem4.3.16below.
We first define and study morphisms between varieties. Also here we will later
ensure that the new definition coincides with the old one in the affine case.

Definition 4.1.10. (i) Let V,W be quasi-projective k-varieties. A k-morphism
from V toW is a continuous map

φ : V → W

such that for every open subsetW ′ ⊆ W and every g ∈ O(W ′)we have

g ◦ φ|φ−1(W ′)
∈ O(φ−1(W ′)).

(ii) A morphism φ : V → W is an isomorphism, if there exists a morphism
ψ : W → V with φ ◦ ψ = idW , ψ ◦ φ = idV . 4

Remark 4.1.11. (i) �emap

φ∗(g) := g ◦ φ|φ−1(W ′)

is called pullback of g by φ. A continuousmap φ thus is amorphism, if each pull-
back of a locally defined regular function onW is a regular function on the re-
spective inverse image.
(ii) ForW ′ ⊆ W open, the inducedmapping

φ∗ : O(W ′)→ O(φ−1(W ′))

is a k-algebra homomorphism. If φ is an isomorphism, then so is φ∗.
(iii) If φ : V → W and ψ : W → X are morphisms, then so is

ψ ◦ φ : V → X.

ForX ′ ⊆ X open we have

(ψ ◦ φ)∗ = φ∗ ◦ ψ∗ : O(X ′)→ O(ψ−1(X ′))→ O((ψ ◦ φ)−1(X ′)).

(iv) Being a morphism is a local property with respect to the domain variety. �at
means, if V =

⋃
i∈I Vi is an open covering and φ : V → W is a mapping, then φ

is a morphism if and only if all restrictions

φ|Vi : Vi → W
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are morphisms. �is is immediate from Remark 4.1.7 (ii) and the fact that conti-
nuity is a local property.
(v) Being a morphism is also local with respect to the image variety. �at means,
ifW =

⋃
i∈IWi is an open covering and φ : V → W is a continuous mapping,

then φ is a morphism if and only if

φ|φ−1(Wi)
: φ−1(Wi)→ Wi

is a morphism, for all i ∈ I. 4

�e following Lemma shows that domains and codomains of morphisms can be
restricted.

Lemma 4.1.12. LetV be a k-variety andV ′ ⊆ V a locally closed subset.
(i)�e inclusionV ′ ↪→ V is a morphism.
(ii) If φ : W → V is a morphism with φ(W ) ⊆ V ′, so the induced mapping φ′ : W →
V ′ is again amorphism.

Proof. (i) is obvious, since the restrictionof a regular functiononto a locally closed
subset is again a regular function. For (ii) let U ⊆ V ′ be open in V ′, and take
g ∈ O(U). Note that U need not be open in V . But without loss of generality
we can assume g = p

q
on the whole of U, for some polynomials p, q (by making U

smaller, if necessary). �en p
q
is regular on the open subsetDV (q) of V , and thus

f := φ∗
(
p
q

)
is regular on φ−1(DV (q)). But then also f|φ−1(U)

is regular, and it
coincides with φ′∗(g).

�eorem 4.1.13. LetV,W be varieties, and assumeW ⊆ Am is closed. Let

φ = (φ1, . . . , φm) : V → W

be amapping. �enφ is a morphism if and only if

φi ∈ O(V ) for i = 1, . . . ,m.

In particular, the morphismsV → A1 are precisely the regular functions onV .

Proof. First assumeφ1, . . . , φm ∈ O(V ). For eachp ∈ k[W ]wethenhaveφ∗(p) =
p(φ1, . . . , φm) ∈ O(V ), sinceO(V ) is a k-algebra. For q ∈ k[W ]we know that

φ−1(DW (q)) = DV (φ∗(q))
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is open in V (by Lemma 4.1.6 (ii)), and the pullback of the regular function

p

q
∈ O (DW (q))

is

φ∗
(
p

q

)
=
φ∗(p)

φ∗(q)
,

which is regular on φ−1(DW (q)) by Lemma 4.1.6 (iii). So φ is a morphism, since
every regular function is locally of the form p

q
.

Conversely, if φ is a morphism, then

φi = φ∗(xi) ∈ O(V ),

since xi ∈ O(W ).

Corollary 4.1.14. LetV ⊆ An andW ⊆ Am be closed. �en amapping

φ : V → W

isamorphism(in the senseof thenewDefinition4.1.10), if thereare regular functionsp1, . . . , pm ∈
k[V ]with

φ = (p1, . . . , pm).

For affine varieties, the newDefinition thus coincides with the old Definition 1.4.7.

Proof. By�eorem 4.1.13, φ is amorphism if and only if φi ∈ O(V ) holds for all i.
Furthermore we haveO(V ) = k[V ] by Corollary 4.1.9.

Remark 4.1.15. Amorphism of varieties can be a homeomorphism of topological
spaces, without being an isomorphism of varieties. �is can be seen in Example
1.4.12 (iii). 4

�eorem 4.1.16. For all i = 0, . . . , n the mapping

φi : D+(xi)→ An

(a0 : . . . : an) 7→
(
a0

ai
, . . . ,

âi
ai
, . . . ,

an
ai

)
is an isomorphism of varieties.
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Proof. We know from�eorem 3.3.12 that φi is a homeomorphism. By �eorem
4.1.13 φi is also a morphism of varieties, since its components xj/xi are regular
functions on D+(xi). For the inverse functions let us only consider i = 0, and
let p, q ∈ k[x0, . . . , xn] be homogeneous functions of the same degree. If p̃ =
p(1, x1, . . . , xn) and q̃ = q(1, x1, . . . , xn) are their dehomogenizations, then

φ0 (D+(x0) ∩ D+(q)) = D(q̃)

and (
φ−1

0

)∗(p
q

)
=
p̃

q̃

is a regular function onD(q̃). Again, every regular function is locally of the form
p/q, and thus φ−1

0 is a morphism of varieties.

�eorem 4.1.17. Let V ⊆ An be closed and let s ∈ k[V ]. �en the open subvariety
DV (s) ofV is isomorphic to the closed subvariety

V ′ :=
{

(a, t) | a ∈ V, t ∈ A1, t · s(a)− 1 = 0
}
⊆ An+1.

In particular we have k[V ′] ∼= O(DV (s)) = k[V ]s.

Proof. �emapping

φ : V ′ → V

(a, t) 7→ a

is a morphism with domain im(φ) = DV (s). �us also φ : V ′ → DV (s) is a
morphism. �e inverse mapping

ψ : DV (s)→ V ′

a 7→
(
a,

1

s(a)

)
is also a morphism, since its components are regular functions onDV (s).

We now extend the notions of an affine and a projective variety.

Definition 4.1.18. A quasi-projective k-variety V is called affine (projective, re-
spectively), ifV is isomorphic to a closed subvariety of someAn (Pn respectively).
If V is affine, we also write k[V ] instead ofO(V ). 4
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Remark/Example 4.1.19. (i) If V is an affine variety and s ∈ k[V ], then the open
subvariety DV (s) is also affine, and we have k[DV (s)] = k[V ]s. Indeed, an iso-
morphism φ : V → W to a closed subsetW ⊆ An restricts to an isomorphism

DV (s)→ DW ((φ−1)∗(s))

by Lemma 4.1.12. We can then apply�eorem 4.1.17 forW .
(ii) �e open subvarietyD+(xi) ⊆ Pn is affine, by�eorem 4.1.16.
(iii) Every open subvariety ofA1 is affine. Since k[x1] is a principal ideal domain,
every open subset is in fact of the formD(s) for some s ∈ k[x1].
(iv) In general, open subvarieties of affine varieties are not affine. For example,

A2 \ {(0, 0)}

is not affine (Exercise 74).
(v) Every closed subvariety of an affine (projective) variety is again affine (projec-
tive, respectively).
(vi) Every quasi-projective variety is anopen subvariety of a projective variety. For
locally closed V ⊆ Pn this is clear by definition, and a closed V ⊆ An is open in
the projective closure V . 4

�eorem 4.1.20. LetV ⊆ Pn be closed and i ∈ {0, . . . , n}.�en the open subset

Vi := V ∩ D+(xi)

ofV is affine, and the canonical homomorphism

k+[V ](xi) → k[Vi]

is an isomorphism.

Proof. As a closed subset of the affine variety D+(xi), Vi is affine. Elements of
k+[V ](xi) are of the form

p
xri
with p ∈ k+[V ] homogeneous of degree r. �us

they define regular functions on Vi. �is defines a canonical homomorphism
ϕ : k+[V ](xi) → k[Vi] which is injective, since ϕ

(
p
xri

)
= 0 implies p ≡ 0 on

Vi, and thus xip ≡ 0 on V . We therefore obtain xip = 0 in k+[V ] and thus p
xri

= 0

in k+[V ](xi).
For surjectivity first note that the coordinate algebra of an affine variety is gen-
erated by the coordinate functions. With respect to the isomorphismD+(xi) ∼=
An the coordinate functions are exactly the xj/xi onD+(xi), and the coordinate
functions of Vi are thus xj/xi.�ey however all lie in the image of ϕ.
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Corollary 4.1.21. Every variety admits a basis of open sets that consists of affine open sets.

Proof. If the variety V is affine, this follows from�eorem 4.1.17, since theDV (s)
for s ∈ k[V ] form a basis of open sets. Every projective variety is covered by open
affine subsets, by�eorem 4.1.20, and thus the statement is also true for projec-
tive varieties and open subsets of such.

Example 4.1.22. (i) Let p0, . . . , pn ∈ k[x0, . . . , xm] be homogeneous of the same
degree. �en the mapping

φ : Pm \ V+(p0, . . . , pn)→ Pn

a 7→ (p0(a) : . . . : pn(a))

is a morphism. In fact Pm \ V+(p0, . . . , pn) is the union of open setsD+(pi) and
it suffices to show that

φ : D+(pi)→ Pn

is a morphism for all i = 0, . . . , n. Under the isomorphism

φ(D+(pi)) ⊆ D+(xi) ∼= An

the mapping φ translates to

a 7→

(
p0(a)

pi(a)
, . . . ,

p̂i(a)

pi(a)
, . . . ,

pn(a)

pi(a)

)
.

�is however is a morphism by�eorem 4.1.13, since pj
pi
is regular onD+(pi).

(ii) A special case of (i) are linearmorphisms. LetM be amatrix of size (n+ 1)×
(m+ 1) over k with rank(M) = m+ 1. �en

φM : Pm → Pn

[v] 7→ [Mv]

is a morphism, and we have φMN = φM ◦ φN . In casem = n we obtain a group
homomorphism

GLn+1(k)→ Autk(Pn)

with kernel k∗I. �is gives an embedding

PGLn+1(k) ↪→ Autk(Pn),
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which can be shown to be surjective.
(iii) Consider the followingmorphism:

φ : P1 → P2

(a0 : a1) 7→ (a2
0 : a0a1 : a2

1).

We have
φ(P1) ⊆ V+(x2

1 − x0x2) =: C

and thus φ : P1 → C is also a morphism, even an isomorphism. To see this we
define the inverse morphism as

ψ : C → P1

(b0 : b1 : b2) 7→
{

(b0 : b1) if b0 6= 0
(b1 : b2) if b2 6= 0

WehaveC ⊆ D+(x0)∪D+(x2), andon the intersectionwithinC bothdefinitions
coincide, since b0b2 = b2

1. �us ψ is well-defined onC and a morphism, since on
both subsets C ∩ D+(x0), C ∩ D+(x2) it is one, by (i). It is now easily checked
that ψ is inverse to φ. 4

Remark 4.1.23. We have just shown

P1 ∼= C = V+(x2
1 − x0x2) ⊆ P2.

Let us now compare the projective coordinate rings of both varieties. We have

k+[C] = k[x0, x1, x2]/(x2
1 − x0x2)

and
dimk k+[C]1 = 3,

since (x2
1 − x0x2) does not contain any homogeneous polynomial of degree 1.

�is implies that k+[C] is not generated by 2 elements as a k-algebra (the homo-
geneous terms of degree 1 of two generators would otherwise span k+[C]1 over
k). On the other hand, k+[P1] = k[x0, x1] is obviously generated by two elements.
So we have

P1 ∼= C and k+[P1] � k+[C].

�eprojective coordinate ring is thus not even invariant under isomorphism!�is is a sig-
nificant difference to the affine case, where it even classifies isomorphism com-
pletely. 4
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4.2 �eVeronese Embedding
In this section we introduce the Veronese Embedding, which can be used to lin-
earize equations. Wewill show that we can reduce every setup to quadratic equa-
tions in projective space

Construction 4.2.1. Let x = (x0, . . . , xn) and d > 1 be fixed. Let

m0,m1, . . . ,mN ∈ k[x]

be all monomials in x of degree (exactly) d. We haveN =
(
n+d
n

)
by Exercise 46. As

in Example 4.1.22 (i) we obtain a k-morphism

vd : Pn → PN

a 7→ (m0(a) : . . . : mN(a))

which is called the Veronese embedding of degree d. Its image

V d
n := vd(Pn)

is called the Veronese variety of degree d. 4

�eorem 4.2.2. �eVeronese varietyV d
n = vd(Pn) is a closed subvariety ofPN , and

vd : Pn → V d
n

is an isomorphism of k-varieties.

Proof. Note thatweknowclosednessofV d
n already fromCorollary 3.4.5. However,

wewill provide an explicit description by homogeneous equations, since we need
it for the later construction of the inverse morphism. Set

J := {α ∈ Nn | |α| = d} .

We can use homogeneous coordinates (zα : α ∈ J) on PN and have

vd(a) = (aα)α∈J

for all a ∈ Pn. Now letZ ⊆ PN be the zero set of all quadratic polynomials of the
form

zαzβ − zγzδ
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for α, β, γ, δ ∈ J with α + β = γ + δ.�en clearly V d
n ⊆ Z, since

aαaβ = aα+β = aγ+δ = aγaδ

holds for all such α, β, γ, δ.�us

vd : Pn → Z

is a morphism of varieties. We will now define an inverse mapping. To this end
let β ∈ J and i ∈ {0, . . . , n}with βi > 1. We define

φβ,i : Z ∩ D+(zβ)→ Pn

(bα)α∈J 7→ (bβ−ei+e0 : bβ−ei+e1 : . . . : bβ−ei+en) .

�enφβ,i is awell-definedmorphismas inExample 4.1.22 (i) (the imageofφβ,i lies
insideD+(xi)). Now let β, γ ∈ J, βi > 1, γj > 1 and b ∈ Z ∩ D+(zβ) ∩ D+(zγ).
We then have

φβ,i(b) = φγ,j(b).

As explained in Definition 3.1.2 it is enough to show

bβ−ei+ekbγ−ej+el = bβ−ei+elbγ−ej+ek

for all k, l = 0, . . . , n to obtain this. But the last equation is true by definition of
Z, since the indices on both sides sum up to the same tuple.
�e φβ,i thus define a global morphism

φ : Z → Pn.

Wehaveφ◦vd = idPn : for a ∈ Pn just choose some iwith ai 6= 0 and setβ := dei.
�en aβ = adi 6= 0 and thus vd(a) = (aα)α∈J ∈ D+(zβ).We therefore have

φ(vd(a)) = φβ,i(vd(a))

=
(
aβ−ei+e0 : . . . : aβ−ei+en

)
=
(
ad−1
i a0 : . . . , ad−1

i an
)

= a.

Conversely we also have vd ◦ φ = idZ : choose β ∈ J, i ∈ {0, . . . , n} with βi > 1
and b ∈ Z ∩ D+(zβ).�en

vd(φ(b)) =
(
bα0
β−ei+e0 · · · b

αn
β−ei+en

)
α∈J
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and this defines the same point as b = (bα)α∈J in PN . To see this we show the
following equality, for all γ, δ ∈ J :

bγ · bδ0β−ei+e0 · · · b
δn
β−ei+en = bδ · bγ0β−ei+e0 · · · b

γn
β−ei+en .

Note that the indices on both sides sum up to the same:

γ + δ0 · (β − ei + e0) + · · ·+ δn · (β − ei + en) = γ + d · (β − ei) + δ = · · ·

�us the equation above is a consequence of the equations defining Z (Exercise
80).

Remark 4.2.3. (i) We have found explicit equations defining the Veronese variety
V d
n of degree d. IfPN is equippedwith homogeneous coordinates (zα)|α|=d, these
are

zαzβ − zγzδ

withα+β = γ+δ. In particular,Z is an intersection of quadratic hypersurfaces,
so-called quadrics.
(ii) For n = 1 one has

vd : P1 → Pd

(a0 : a1) 7→ (ad0 : ad−1
0 a1 : · · · : a0a

d−1
1 : ad1)

�e image V d
1 is also called rational normal curve of degree d. In case d = 2 it is

the curve from Example 4.1.22 (iii).
(iii) For every locally closed subvariety V of Pn, the Veronese embedding vd de-
fines an isomorphism between V and vd(V ) ⊆ PN . 4

Remark 4.2.4. Let p ∈ k[x0, . . . , xn] be homogeneous of degree d, and write p =∑
|α|=d pαx

α. �en for a ∈ Pn we have

a ∈ V+(p) ⇔ vd(a) ∈ V+

∑
|α|=d

pαzα

 .

�e isomorphism vd thus maps the degree d hypersurface V+(p) to the intersec-
tion of V d

n with a hyperplane. A slightly more general statement is the following
�eorem. 4
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�eorem 4.2.5. Every closed k-subvariety of Pn is isomorphic (via some vd) to an inter-
section

V d
n ∩ L

whereL is a linear subspace ofPN defined over k.

Proof. For p ∈ k[x] homogeneous and all r > 0we have

V+(p) = V+(xr0p, . . . , x
r
np).

�us every closed subset of Pn is definable with homogeneous equations of the
same degree, and the statement follows from the last remark.

Corollary 4.2.6. Every projective k-variety is isomorphic to an intersection of quadratic
k-hypersurfaces in somePn.

Proof. �e linear spaceL from the last theorem is isomorphic to somePn, andV d
n

is defined by quadratic equations.

We will now prove a generalization of �eorem 4.1.20 to general hypersurfaces
(and a projective version of�eorem 4.1.8).

�eorem 4.2.7. Let V ⊆ Pn be closed and s ∈ k+[V ] homogeneous. �en the open
subsetDV,+(s) ofV is affine, with

k[DV,+(s)] = k+[V ](s).

Proof. It is enough to prove the statement for V = Pn, since for homogeneous
t ∈ k[x] we know thatDV,+

(
t
)

= V ∩ D+(t) is a closed subvariety of the affine
varietyD+(t) ⊆ Pn, and thus also affine. In addition, construction of quotients
and homogeneous localization commute:

(R/I)(t)
∼= R(t)/ (I) .

So assume V = Pn and let s ∈ k[x] be homogeneous of degree d. Consider the
Veronese embedding

vd : Pn → PN

and letHs ⊆ PN be the hypersurface associated to V+(s) ⊆ Pn. We have

D+(s) = v−1
d (PN \Hs) ∼= V d

n ∩
(
PN \Hs

)
.
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From PN \ Hs
∼= AN we obtain that D+(s) is an affine variety. �e canonical

homomorphism
k[x](s) → O (D+(s))

is injective, aswehave seen in theproof of�eorem4.1.20. Surjectivity follows ex-
actly in the sameway, since thegenerating coordinate functionsonPN\Hs

∼= AN
are precisely the zα/s, which correspond to the xα/s ∈ k[x](s) under the isomor-
phism vd.

4.3 Direct Products
In the affine setting there is a canonical identificationAm×An = Am+n, and for
two closed subsets V ⊆ Am,W ⊆ An we know that V ×W is closed in Am+n.
We can thus easily form direct products of affine varieties in the sense of Chapter
1. �is is harder for projective varieties. For example, there is no canonical iden-
tification between Pm × Pn and Pm+n. But for vector spaces V,W over the same
field, there is a well-defined embedding

P(V )× P(W )→ P(V ⊗W )

([v], [w]) 7→ [v ⊗ v]

the so-called Segre-Embedding. We now examine it in the case of Pm and Pn in
more detail.

Construction 4.3.1. Form,n > 1we identify Pmn+m+n with the projective space

P
(
Mat(m+1)×(n+1)(K)

)
.

For a matrixA ∈ Mat(m+1)×(n+1)(K) one has

rank(A) = 1 ⇔ A = uvt

for certain column vectors 0 6= u ∈ Km+1, 0 6= v ∈ Kn+1.Here u, v are uniquely
determined up to scaling. �emapping

Km+1 ×Kn+1 → Mat(m+1)×(n+1)

(u, v) 7→ uvt

thus induces a well-defined injective mapping

σ : Pm × Pn ↪→ P
(
Mat(m+1)×(n+1)(K)

)
= Pmn+m+n,
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the so-called Segre-embedding. Its image

Sm,n := {[A] | rank(A) = 1}

is called Segre variety. Sm,n is really a k-closed subset of Pmn+m+n, since it is
defined by the vanishing of all 2× 2-minors ofA. 4

Definition 4.3.2. If we talk about Pm × Pn as a variety from now on, we always
mean the projective k-variety Sm,n. Even if we work with the Cartesian product
Pm×Pn set-theoretically, all statements that refer to the structure of a variety are
to be understood in Sm,n via σ. 4

�eorem 4.3.3. (i) Both projections

pr1 : Pm × Pn → Pm, pr2 : Pm × Pn → Pn

are morphisms of varieties.
(ii) Ifφ : V → Pm andψ : V → Pn are morphisms of varieties, then

(φ, ψ) : V → Pm × Pn

a 7→ (φ(a), ψ(a))

is also amorphism.
(iii)�e projective varietyPm× Pn, together with themorphismspr1 andpr2, fulfills the
universal property of a direct product:

For any twomorphismsφ : V → Pm, ψ : V → Pn there is exactly onemorphism
ξ : V → Pm × Pn such that pr1 ◦ ξ = φ, pr2 ◦ ξ = ψ.

Pm

V

φ
22

∃!ξ//

ψ ,,

Pm × Pn
pr1

99

pr2 %%
Pn

Proof. (i) If we translate to Sm,n via σ, we have for [A] ∈ Sm,n

pr1([A]) = [u],

where u is an arbitrary non-zero column ofA. �is yields a local definition of pr1

as amorphism in the sense of Example 4.1.22 (i), on open subsets ofSm,n defined



94 CHAPTER 4. QUASI-PROJECTIVE VARIETIES

by the non-vanishing of a certain column. Forpr2weuse the same argumentwith
rows instead.
(ii) Choose a local definition

φ = (1 : φ1 : . . . : φm) : φ−1 (D+(x0))→ D+(x0) ⊆ Pm

ψ = (1 : ψ1 : . . . : ψn) : ψ−1 (D+(y0))→ D+(y0) ⊆ Pn

with regular functions φi, ψi. Via the identification

D+(x0)×D+(y0)
σ←→ D+(z00) ⊆ P

(
Mat(m+1)×(n+1)(K)

)
the mapping (φ, ψ) then translates to

φ−1 (D+(x0)) ∩ ψ−1 (D+(y0))→ D+(z00)

a 7→


1 ψ1(a) · · · ψn(a)

φ1(a) φ1(a)ψ1(a)
... . . .

φm(a) φm(a)ψn(a)


SinceD+(z00) is affine and all components are regular functions, (φ, ψ) is amor-
phism. (iii) is then clear, since ξ is uniquely determined by φ and ψ.

Remark 4.3.4. (i) If V ⊆ Pm andW ⊆ Pn are locally closed subsets, then

pr−1
1 (V ) ∩ pr−1

2 (W ) ⊆ Sm,n

is also locally closed, as the inverse imagewith respect tomorphisms. In thedirect
productPm×Pn, viaσ, this corresponds to the productV ×W. In thiswaywe can
understand the direct product of any two k-varieties as a k-variety, and V ×W
fulfills the universal property of direct products. �is is immediate from�eorem
4.3.3 and Lemma 4.1.12. �e triple

(V ×W, pr1, pr2)

is uniquely determined up to isomorphism, by the universal property.
(ii) For closed subsets V ⊆ Am,W ⊆ An we have already constructed the direct
product V ×W ⊆ Am+n explicitly, in the first chapter. It obviously has the uni-
versal property, and thus coincides with the new construction. In particular, the
direct product of affine varieties is again affine.
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(iii)�e direct product of projective varieties is again projective, by construction.
(iv) InSection 3.4wehave consideredPm×Pn just as a set, andwehaveusedbiho-
mogeneous polynomials to construct subsetsX. We now observe that these sets
X are precisely the closed subsets with respect to our structure as a variety. Ho-
mogeneous polynomials on Sm,n correspond, via σ, directly to bihomogeneous
polynomials on Pm × Pn, which are homogeneous of the same degree in both
types of variables x and y. With the same argument as in the proof of �eorem
4.2.5 we see that this is not a restriction. 4

Example4.3.5. P1×P1 is the variety of singular2×2-matrices inP (Mat2×2(K)) ,
and thus a quadric in P3:

P1 × P1 = V+

(
det

(
x0 x1

x2 x3

))
= V+(x0x3 − x1x2) ⊆ P3.

On P1 × P1 there are two families of lines :

{a} × P1 as well as P1 × {a},

for a ∈ P1. If a = (a0 : a1) for example, then

{a} × P1 =

{(
b0 b1

b2 b3

)
| rank

(
a0 b0 b1

a1 b2 b3

)
= 1

}
,

and this is defined by the two linear equations

a0x2 − a1x0 und a0x3 − a1x1

within S1,1. �e same is true for P1 × {a}. Any two different lines from the same
family are disjoint, any two lines fromdifferent families intersect in precisely one
point. �e following picture shows two affine sections ofP1×P1, on the left with
D+(x0), on the right withD+(x0 + x3) :
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One can show that any two infinite closed subsets of P2 have nonempty intersec-
tion (compare Corollaries 4.3.18 and 4.3.19) . In particular we obtain P1 × P1 �
P2. 4

�eorem4.3.6. LetV,W be k-varieties andV projective. �en for any closedX ⊆ V ×
W the image pr2(X) is closed inW .

Proof. For X̃ ⊆ Sm,n closed we know that X̃ ⊆ Pm × Pn is definable by bihomo-
geneous polynomials, and X̃ ∩ (Pm × An) is definable by x-homogeneous poly-
nomials. �us the statement follows for affine W directly from �eorem 3.4.1,
since X̃ ∩ (V × W ) ⊆ Pm × An is again definable like that. For general W
we choose an open covering W =

⋃
i∈IWi by affine subsets Wi and consider

Xi := X ∩ (V ×Wi) in V ×Wi. �en pr2(Xi) = pr2(X) ∩Wi is closed inWi,
and this implies the statement.

�e following Lemma proves that quasi-projective varieties are separated. Of-
ten, nice arguments about topological spaces use the Hausdorff property. But
varieties are not Hausdorff, unfortunately. However, separateness can often be
used instead. Note that a topological space is Hausdorff if and only if the diago-
nal {(x, x) | x ∈ X} is closed inX ×X (with respect to the product topology).

Lemma 4.3.7 (Separateness). For every k-varietyV , the diagonal

∆V := {(a, a) | a ∈ V }

is a closed subset ofV × V .

Proof. Let ι : V ↪→ Pn be a locally closed embedding. By the universal property,
the morphisms

V × V pr1−→ V
ι→ Pn

V × V pr2−→ V
ι→ Pn

induce a morphism
ι× ι : V × V ↪→ Pn × Pn,

and∆V is the inverse image of∆Pn . So it suffices to prove the statement for V =
Pn. With respect to the identification

Pn × Pn σ←→ Sn,n
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the diagonal corresponds to the symmetric matrices in Sn,n. So within Sn,n,∆Pn

is defined by the equations

zij − zji for i, j = 0, . . . , n.

�is proves closedness.

Remark 4.3.8. Alternatively, one can define∆Pn within Pn × Pn by the bihomo-
geneous equations

xiyj − xjyi = 0

for i, j = 0, . . . , n. 4

�e following statement is obvious for Hausdorff spaces. We will see how we can
prove it with separateness instead.

Lemma 4.3.9 (Identity �eorem). Let V,W be varieties and φ, ψ : V → W mor-
phisms withφ ≡ ψ on a Zariski dense subsetU ⊆ V . �enφ = ψ.

Proof. �e set
V ′ := {a ∈ V | φ(a) = ψ(a)}

is dense in V , and also the inverse image of∆W under the morphism

(f, g) : V → W ×W.

So V ′ is closed, and this implies V ′ = V .

�eorem 4.3.10. Letφ : V → W be amorphism of varieties. �en its graph

Γφ := {(a, φ(a)) | a ∈ V }

is a closed subset ofV ×W.�e graphmorphism

γφ : V → Γφ

a 7→ (a, φ(a))

is an isomorphism.

Proof. Γφ is the inverse image of∆W under the morphism

φ× idW : V ×W → W ×W
(a, b) 7→ (φ(a), b).
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�us Γφ is closed. �e universal property of the product implies that γφ is a mor-
phism, and the inverse mapping

Γφ → V

(a, φ(a)) 7→ a

is the restriction of the projection, and thus also a morphism.

Corollary 4.3.11. For every varietyV we haveV ∼= ∆V , via a 7→ (a, a).

Proof. �is follows from�eorem 4.3.10, applied to φ = idV : V → V .

Corollary 4.3.12. LetV be a variety and letU1, . . . , Ur be open affine subsets ofV . �en
U1 ∩ · · · ∩ Ur is also affine.

Proof. It is clearly enough to consider the case r = 2. �en

U1 ∩ U2
∼= ∆U1∩U2

and
∆U1∩U2 = (U1 × U2) ∩∆V .

�us∆U1∩U2 , as a closed subset of the affine varietyU1 × U2, is affine.

�eorem 4.3.13. Let V be projective and φ : V → W a morphism. �en φ(V ) is closed
inW .

Proof. We know by�eorem 4.3.10 that Γφ is closed in V ×W , and thus

φ(V ) = pr2(Γφ)

is closed inW by�eorem 4.3.6.

Definition 4.3.14. Let V be a locally closed subset ofAn (or Pn). Let k ⊆ L ⊆ K
be an intermediate field. �en

V (L) := V ∩ Ln,

or
V (L) := V ∩

{
[v] ∈ Pn | v ∈ Ln+1

}
,

respectively, is called the set ofL-rational points of V . 4
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Remark 4.3.15. (i) LetV be a k-variety and k ⊆ L ⊆ K an intermediate field. For
every f ∈ O(V )we then have

f (V (L)) ⊆ L,

sincef is defined locally by fractionsofpolynomials overk. For everyk-morphism
φ : V → W we thus have

φ (V (L)) ⊆ W (L),

since φ is defined locally by regular functions. In particular, every isomorphism
yields a bijection between the set ofL-rational points.
(ii) FindingL-rational points on a variety can be very hard. For example, the fact
that

V+(zn − xn − yn) ⊆ P2(C)

does not have (nontrivial) Q-rational points for any n is exactly the famous Fer-
mat’s last theorem. 4
�eorem 4.3.16. Let V be an irreducible projective k-variety. �enO(V ) is a finite field
extension of k. IfV (k) 6= ∅, thenO(V ) = k, i.e. every regular function is constant.

Proof. Let a ∈ V and f ∈ O(V )with f(a) = 0. Consider f as a morphism

f : V → A1.

By �eorem 4.3.13 f has a closed image, and thus either f(V ) = A1 or f(V ) is
finite. Now

f : V → A1 ↪→ P1

is also a morphismwith closed image, and thus f(V ) = A1 is impossible. So

f(V ) = {0, r1, . . . , rd} = V(p) ⊆ A1

for some p ∈ k[t].Write p = tsq with q(0) 6= 0.�en f(V ) = {0}
.
∪ V(q). Now

f(V ) is irreducible (since V is irreducible), and this implies f(V ) = {0}. We
have thus shown that a regular function with a zero must be constant. SoO(V )
is a field, by Lemma 4.1.6 (iii).
By Hilbert’s Nullstellensatz we have V (k) 6= ∅, and thus there exists a finite field
extensionL/k and some a ∈ V (L). �e k-algebra homomorphism

O(V )→ L

f 7→ f(a)

is injective, as we have just shown. �usO(V ) is a finite field extension of k. In
case V (k) 6= ∅, the same argument showsO(V ) = k.
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Corollary 4.3.17. IfV is both affine and projective, then |V | <∞.

Proof. V has only finitely many irreducible components, each one of which is
again closed and thus both affine and projective. So we can assume that V is ir-
reducible. By�eorem 4.3.16 we have

dimk k[V ] = dimkO(V ) <∞,

and thus V is finite by�eorem 1.4.16.

Corollary 4.3.18. LetV ⊆ Pn be a hypersurface andZ ⊆ Pn an infinite closed set. �en
V ∩ Z 6= ∅.

Proof. Let V = V+(p) for some homogeneous p ∈ k[x]. Now V ∩ Z = ∅ would
imply thatZ ⊆ D+(p) is a closed subset of an affine variety, which is itself affine.
�is implies |Z| <∞, a contradiction.

Corollary 4.3.19. Forn > 2, any two hypersurfaces inPn have nonempty intersection.

Proof. ByCorollary 4.3.18 it is enough to show that hypersurfaces are infinite. It is
enough to consider affine hypersurfaces and the caseK = k. So let V = V(p) 6=
∅ be a hypersurface inAn. Choose some iwith p /∈ k[xi].�en (p) ∩ k[xi] = {0},
and from�eorem 1.4.13 we see that

pri(V ) ⊆ A1 = k

is k-Zariski dense, and thus infinite.

4.4 Rational Functions andMaps
Wewill now generalize the notion of amorphism, to obtain enough of suchmap-
pings also for projective varieties.

Definition 4.4.1. Let V,W be k-varieties.
(i) A rationalmap f : V 99K W is an equivalence class of morphisms

φ : U → W

on open and dense subsetsU of V , under the following equivalence relation:

(φ : U → W ) ∼ (ψ : U ′ → W )

⇔
:

∃U ′′ ⊆ U ∩ U ′ open and dense in V with φ ≡ ψ onU ′′.
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We then also write f = [φ] for the equivalence class of φ.
(ii) �e set of all rational maps from V toW is denoted by

Ratk(V,W ).

(iii) A rational map f : V 99K A1 is called a rational function on V . 4

Definition 4.4.2. Let f : V 99K W be a rational map. �en

dom(f) :=
⋃
{U | U ⊆ V open and dense,∃φ : U → W with f = [φ]}

is called the domain of f . 4

�eorem 4.4.3. Let f : V 99K W be a rational map. �en there exists a morphism
f0 : dom(f)→ W , such that every representative of f is a restriction of f0.

Proof. Letφ : U → W andψ : U ′ → W be to representatives of f . By the Identity
�eorem 4.3.9 we have φ ≡ ψ on U ∩ U ′. �us f0 can be defined locally by the
representatives of f .

Remark/Example 4.4.4. (i) For every open and dense subset U ⊆ V we have
Ratk(V,W ) = Ratk(U,W ).
(ii) Let V be an irreducible affine k-variety and F = Quot(k[V ]).�en every el-
ement of F defines a rational function on V . If a

b
with a, b ∈ k[V ], b 6= 0, then

a
b

: DV (b) → A1 is a morphism. Since DV (b) is open and nonempty, it is auto-
matically dense in V , and we obtain the rational function f = [a

b
]. If

a

b
=
c

d

is another representation of the same fraction, the morphisms a
b
and c

d
coincide

on the open and dense subset DV (bd) = DV (b) ∩ DV (d), and thus define the
same rational function.
(iii) In general, dom(f) can be larger then visible at first sight. For example, con-
sider the projective curve

C = V+(x3
0 − x0x

2
1 − x1x

2
2) ⊆ P2.

�e rule
(a0 : a1 : a2) 7→ (a0 : a1)
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defines a morphism
C \ {(0 : 0 : 1)} → P1,

and thus a rational map f : C → P1. On the other hand, there exists the mor-
phism

(a0 : a1 : a2) 7→ (a2
2 : a2

0 − a2
1),

defined on C \ {(1 : ±1 : 0)}. On all points of C where both morphisms are
defined, they are easily checked to coincide. So f is defined on the whole of C,
i.e. it is even a global morphism.
(iv) Let V ⊆ Pm be closed and irreducible. Every tuple p0, . . . , pn ∈ k+[V ] of
homogeneous elements 6= 0 of the same degree then defines the rational map

f = (p0 : . . . : pn) : V 99K Pn

with dom(f) ⊇ V \ V+(p1, . . . , pn). 4

�eorem 4.4.5. Let V be a k-variety. �en the rational functions on V form a k-algebra
k(V ), with respect to pointwise operations. If V is irreducible, k(V ) is a field, called the
function field of V .

Proof. For two rational functions f1, f2 : V 99K A1, f1 ± f2, f1 · f2 are regu-
lar functions (and thus morphisms) on dom(f1) ∩ dom(f2), and thus rational
functions on V . If V is irreducible and f : V 99K A1 not identically zero, then
{a ∈ dom(f) | f(x) 6= 0} is open, nonempty and thus dense in V . On this set
one can define 1

f
as a regular function, and thus k(V ) is a field.

From now on we will restrict ourselves to irreducible varieties. �en every nonempty
open subset is automatically dense.

�eorem 4.4.6. LetV be an irreducible variety.

(i) One has k(V ) = k(U) for every open subsetU 6= ∅ inV .

(ii) Onehask(V ) =
⋃
U OV (U), where the union runs over all nonempty open subsets

ofV .

(iii) �e field extension k ⊆ k(V ) is finitely generated.

(iv) IfV is affine, then k(V ) = Quot(k[V ]).
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Proof. (i) is clear from Remark 4.4.4 (i). (ii) is also clear, since the elements of
OV (U) are morphisms fromU toA1. (iv) follows from

k(V ) =
⋃

∅6=U open
O(U) =

⋃
s∈k[V ],s 6=0

O(DV (s)) =
⋃
s

k[V ]s = Quot(k[V ]),

where we have used�eorem 4.1.8. For (iii) we can assume that V is affine, using
(i), since by Corollary 4.1.21 V admits a nonempty affine open subset. For affine
varieties the statement follows from (iv), since k[V ] is finitely generated as a k-
algebra, and thusQuot(k[V ]) is finitely generated as a field.

Remark 4.4.7. Let V ⊆ Pn be closed and irreducible. �en k+[V ] is a Z-graded
ring. Let T be the set of all homogeneous elements 6= 0, and consider the field

k+[V ](T ) = (k+[V ]T )0 =

{
p

q
| p, 0 6= q ∈ k+[V ] homogeneous of same degree

}
.

�en in complete analogy to the affine settingwehavek(V ) = k+[V ](T ), this time
using�eorem 4.2.7. 4

Example 4.4.8. (i) k(An) = k(Pn) = k(x1, . . . , xn). �is field is called the ratio-
nal function field inn variables.
(ii) If p ∈ k[x1, . . . , xn] is irreducible, for V = V(p) ⊆ An we have

k(V ) = Quot (k[x1, . . . , xn]/p) . 4

Remark 4.4.9. Rational maps can in general not be composed! For example, con-
sider

f : A1 → A2, a 7→ (a, 0)

and
g : A2 99K A1; (a, b) 7→ a/b,

where im(f) ∩ dom(g) = ∅ and g ◦ f is thus not defined. 4

Definition 4.4.10. Let V,W be varieties with V irreducible.
(i) A morphism φ : V → W is called dominant, if φ(V ) is dense inW .
(ii) A rational map f : V 99K W is called dominant, if one (equivalently every) of
its representing morphisms is dominant.
(iii) �e set of all dominant rational maps is denoted by

Ratdom
k (V,W ). 4
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Remark4.4.11. (i) Ifφ : V → W andψ : W → X are dominantmorphisms, then
ψ ◦ φ is also dominant.
(ii) A morphism φ : V → W of affine varieties is dominant if and only if the as-
sociated ring homomorphism φ∗ : k[W ] → k[V ] is injective. �is is immediate
from�eorem 1.4.13. 4

Note again that we now assume all varieties to be irreducible!

�eorem 4.4.12. Let f : V 99K W, g : W 99K X be rational maps, and assume f is
dominant. �en g ◦ f : V 99K X is a well-defined rational map. If also g is dominant,
then so is g ◦ f.

Proof. Let φ : V ′ → W and ψ : W ′ → X be representatives of f and g. �en
φ−1(W ′) 6= ∅, since φ has dense image. �us φ−1(W ′) is dense in V , and the
morphism ψ ◦ φ is defined here. So we obtain the rational map g ◦ f : V 99K X,
and the definition does obviously not depend on the choice of the representatives
φ and ψ. �e rest of the statement is clear.

Definition 4.4.13. (i) A dominant rational map f : V 99K W is called birational
equivalence (or justbirational), if there exists adominant rationalmapg : W 99K
V with g ◦ f = idV and f ◦ g = idW .
(ii) Two varieties V,W are called (k-)birationally equivalent, if there exists a bi-
rational equivalence f : V 99K W .
(iii) A variety is called (k-)rational, if it is birationally equivalent to somePn. 4

Example 4.4.14. (i) LetV be irreducible and ∅ 6= U ⊆ V open. �en the inclusion
U ↪→ V is a birational equivalence. In particular,An is birationally equivalent to
Pn, and every irreducible variety is birationally equivalent to some affine variety.
(ii) For every irreducible projective variety V ⊆ Pn, the affine cone V̂ ⊆ An+1

is irreducible and birationally equivalent to V × A1. In fact, there are mutually
inverse mappings

V × A1 99K V̂

((a0 : . . . : an), t) 7→ t ·
(

1,
a1

a0

, . . . ,
an
a0

)
(without loss of generality assume V ∩ D+(x0) 6= ∅), as well as

V̂ 99K V × A1

(a0, . . . , an) 7→ ((a0 : . . . : an), a0),
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defined on V̂ \ (0, . . . , 0).
(iii) If f : V 99K W is dominant and V (k) is Zariski dense, thenW (k) is Zariski
dense inW . In particular, if V,W are birationally equivalent varieties, V (k) is
dense in V if and only ifW (k) is dense inW . For a rational variety V , V (k) is
always dense in V (at least if k is infinite). 4

�eorem 1.4.8 and �eorem 1.4.11 can now easily be proven for rational maps as
well. For field extensions k ⊆ E, k ⊆ F we denote by Homk(E,F ) the set of
k-embeddings ofE to F , as usual.

�eorem 4.4.15. LetV,W be irreducible k-varieties.
(i) Every dominant rational map f : V 99K W induces a k-embedding f ∗ : k(W ) ↪→
k(V ) of functionfields.�is assignment is functorial, i.e.wehave id∗ = idand (g◦f)∗ =
f ∗ ◦ g∗ for dominant g : W 99K X.
(ii)�emapping ∗ : Ratdom

k (V,W )→ Homk(k(W ), k(V )) is bijective.
(iii) A dominant rational map f : V 99K W is a birational equivalence if and only if
f ∗ : k(W )→ k(V ) is an isomorphism of fields.

Proof. (i) is clear. For (ii) we can assume V,W to be affine. We now construct the
inversemapping to ∗. To this end, letϕ : k(W )→ k(V ) be a k-embedding. Since
k[W ] is a finitely generated k-algebra, there exists some 0 6= s ∈ k[V ]with

ϕ |k[W ] : k[W ]→ k[V ]s = k[DV (s)].

By�eorem 1.4.8 this ϕ |k[W ] corresponds to a morphism

f0 : DV (s)→ W

of affinevarieties. Now letf = [f0] : V 99K W be the rationalmap representedby
f0. It does not depend on the choice of s, as can be seen in the following diagram,
using the equivalence of categories (Remark 1.4.10):

k[V ]s
id

$$
k[W ]

ϕ
;;

ϕ

##

k[V ]st

k[V ]t

id
;;
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�e assignment ϕ 7→ f defines the inverse mapping to ∗, as is easily checked (ϕ
is already uniquely determined by ϕ |k[W ], and ϕ |k[W ] corresponds to f0).
(iii) If f is a birational equivalence, f ∗ is an isomorphism, by functoriality from
(i). Conversely, ifϕ : k(V )→ k(W ) is an inverse embedding to f ∗, and ifϕ = g∗

for some g ∈ Ratdom
k (W,V ), then

(f ◦ g)∗ = g∗ ◦ f ∗ = ϕ ◦ f ∗ = idk(W ).

From bijectivity of ∗ we obtain f ◦ g = idW (analogously for g ◦ f ). So f is a
birational equivalence.

Corollary 4.4.16. For two irreducible k-varietiesV andW , the following are equivalent:
(i)V andW are birationally equivalent.
(ii) k(V ) ∼=k k(W )
(iii)�ere are open subsets ∅ 6= V ′ ⊆ V, ∅ 6= W ′ ⊆ W withV ′ ∼= W ′.

Proof. "(i)⇔ (ii)" is clear from�eorem 4.4.15. Also clear is "(iii)⇒(i)" . For "(i)⇒
(iii)" let f : V0 → W and g : W0 → V be morphisms on open and dense subsets,
with g ◦ f = idf−1(W0) and f ◦ g = idg−1(V0). �is immediately implies

f : f−1(W0)
∼=→ g−1(V0).

Corollary 4.4.17. An irreducible variety V is rational if and only if k(V ) is a rational
function field k(x1, . . . , xn).

Example 4.4.18. LetC = V(y2− x2− x3) ⊆ A2 be the curve fromExample 1.2.2
(iii). �e rational function

f : C 99K A1

(a, b) 7→ b

a

is a birational equivalence. �e inverse mapping is

g : A1 → C

r 7→ (r2 − 1, r(r2 − 1)).

SoC is a rational curve andk(C) = k(x). Geometrically, f maps eachpoint ofC\
{(0, 0} to the slopeof the line through0 and thepoint. Weobtain an isomorphism
between the open subsets C \ {(0, 0)} and A1 \ {±1}.�us we have solved the
equation y2 − x2 − x3 = 0 almost completely. 4
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Example 4.4.19. (i) Let H ⊆ Pn be a k-hyperplane, and z ∈ Pn(k) \ H. For
every point z 6= a ∈ Pn we denote by π(a) ∈ H the intersection point of the line
spanned by z and awithH. We obtain a rational map

π : Pn 99K H = Pn−1,

called projection from z. We can choose coordinates such that z = (1 : 0 : . . . :
0) andH = V+(x0). �en

π(a0 : . . . : an) = (0 : a1 : . . . : an),

and π : Pn \ {z} → H is a morphism.
(ii)Moregenerally, letZ,Lbe linear subspacesofPn,withZ∩L = ∅anddim(Z)+
dim(L) = n − 1 (i.e. they come from k-subspaces Z̃, L̃ ⊆ Kn+1 with Z̃ ⊕ L̃ =
Kn+1). Every pointa ∈ Pn\Z corresponds to a line through the origin v ⊆ Kn+1,
for which span(Z̃, v) ∩ L̃ is one-dimensional. �is defines a rational map

π : Pn 99K L

calledprojectionfromZ. If coordinates are chosensuch thatL = V+(x0, . . . , xm)
andZ = V+(xm+1, . . . , xn), then

π(a0 : . . . : an) = (0 : . . . : 0 : am+1 : . . . : an).

If V ⊆ Pn is an irreducible variety with V * Z, then π |V : V 99K L is again a
rational map. 4

A quadric Q is a variety in Pn defined by a quadratic polynomial. If char(k) 6=
2, we can assume Q = V+(c0x

2
0 + · · · + crx

2
r) with ci ∈ k×, after a change of

basis (diagonalization of quadratic forms). For r > 2 the quadricQ is irreducible
(Exercise 75).Q is called non-degenerate, if r = n.

�eorem 4.4.20. Let k be infinite with char(k) 6= 2, and letQ = V+(q) ⊆ Pn be a
non-degenerate quadric. We then have

Qk-rational ⇔ Q(k) 6= ∅.

Proof. "⇒ is clear from Example 4.4.14 (iii). For "⇐" choose z ∈ Q(k) and a k-
hyperplaneH ⊆ Pn with z /∈ H. �e projection from z yields a k-rational map

π : Q 99K H.
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We now construct an inverse mapping. To this end, for b ∈ H we intersect the
line spanned by z and b with Q. In most cases this will define exactly one point
besides z, which is the inverse image of bwith respect to π.
So let z = [v] and b = [w]. We choose s ∈ K with q(sv + w) = 0 and then set
a = [sv + w]. We have

q(sv + w) = s2q(v) + 2sbq(v, w) + q(w) = 2sbq(v, w) + q(w),

where bq is the symmetric bilinear formdefined by q. �e equation 0 = q(sv+w)
can be solved uniquely for s, in case bq(v, w) 6= 0, and yields

a = [2bq(v, w)w − q(w)v] .

Outsideof thek-hyperplaneL = {[w] | bq(v, w) = 0}wethusobtainamorphism
f : Pn \ L → Q, which defines an inverse rational map f : H 99K Q to π, by
restriction (H can be chosen withH * L).

Example 4.4.21. �e proof of �eorem 4.4.20 provides us with an explicit bira-
tional equivalence. For example, let q = x0x1 + x2

2 − x2
3 andQ = V+(q) ⊆ P3.

We choose z = (1 : 0 : 0 : 0) ∈ Q andH = V+(x0). �emap π : Q 99K H is thus
defined by the rule

π(a0 : a1 : a2 : a3) = (0 : a1 : a2 : a3).

�e inverse mapping now has the following form:

f : H = P2 99K Q

(0 : b1 : b2 : b3) 7→ (b2
3 − b2

2 : b2
1 : b1b2 : b1b3),

and defines a rational parametrization ofQ. 4

Example 4.4.22. �ere exists a birational equivalence betweenP1×P1 andP2. It
is defined by the rule

P1 × P1 99K P2

((a0 : a1), (b0 : b1)) 7→ (a0b0, a0b1, a1b0)

(b0 : b2), (b0 : b1)←[ (b0 : b1 : b2). 4
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Exercises

Exercise 1. Let R be a ring and I ⊆ R and ideal. Recall the definition of the
quotient ringR/I, and show the following:

(i) I is a radical ideal⇔R/I is reduced.

(ii) I is a prime ideal⇔ R/I is an integral domain.

(iii) I is a maximal ideal⇔ R/I is a field.

(iv) Maximal ideals are prime, and prime ideals are radical.

(v) If ϕ : R → S is a ring homomorphism and J ⊆ S is an ideal, then ϕ−1(J)
is an ideal inR. If J is radical/prime, then so is ϕ−1(J). If J is a maximal
ideal, how about ϕ−1(J)?

Exercise 2. (i) Show that for every ideal I the radical
√
I (cf. Def 1.1.1) is again an

ideal.
(ii) Prove Lemma 1.1.3.

Exercise 3. LetR be a ring, S ⊆ R a multiplicative subset, and I ⊆ R an ideal.
Show the following:

(i) �ere is a canonical bijection between ideals of R/I, and ideals in R that
contain I.

(ii) �e bijection from (i) preserves radical/prime/maximal ideals.

(iii) �ere is a canonical bijection betweenprime ideals of the localizationS−1R
and prime ideals ofR that are disjoint to S.

(iv) Is (iii) also true for arbitrary ideals?

111
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Exercise 4. LetR be a ring. Show the following:

(i) Every prime ideal p ⊆ R contains a minimal prime ideal ofR.

(ii) Every minimal prime ideal ofR contains only zero divisors.

Hint: examine the localizationRp := (R \ p)−1R

(iii) If R is reduced, the set of zero divisors of R is precisely the union of all
minimal prime ideals ofR.

Exercise 5. LetR be a unique factorization domain and letK be its field of frac-
tions. Show that the only elements inK that are integral overR are the elements
ofR itself.

Exercise 6. LetR be a ring. Recall the definition of anR-module. AnR-module
M is called Noetherian if every submodule is finitely generated. Show that the
direct sum of two NoetherianR-modules is again Noetherian.

Exercise 7. Show that:

(i) k[x, y]/(x2 − y) is isomorphic to the polynomial ring k[t] in one variable.

(ii) k[x, y]/(xy − 1) is not isomorphic to k[t].

(iii) If k is algebraically closed, then for every quadratic irreducible polynomial
p ∈ k[x, y] the algebra k[x, y]/(p) is isomorphic to k[x, y]/(x2 − y) or to
k[x, y]/(xy − 1).

Exercise 8. Let p, q ∈ k[t] be univariate polynomials, and set g := gcd(p, q).
Show V(p, q) = V(g).

Exercise 9. Let k be an algebraically closed field. Show that every finite subset of
kn is an affine k-variety.

Exercise 10. Let p1 = x2 − yz, p2 = xz − x and I = (p1, p2) ⊆ Q[x, y, z].

(i) Sketch or plot the real points of V(I) inR3.

(ii) Is I a prime ideal?

(iii) Find three different prime ideals inQ[x, y, z] that contain I.

(iv) Find generators for
√
I.
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Exercise 11. Let I = (p1, . . . , prs), J = (q1, . . . , qs) ⊆ k[x] be ideals. Show the
following:

(i) I + J := {p+ q | p ∈ I, q ∈ J} is the smallest ideal containing both I and
J .

(ii) I + J = (p1, . . . , pr, q1, . . . , qs).

(iii) V(I + J) = V(I) ∩ V(J).

Exercise 12. Let I = (p1, . . . , pr) ⊆ k[x] an ideal and y a new variable. Show the
following:

(i) p ∈
√
I ⇔ 1 ∈ (p1, . . . , pr, 1− yp) ⊆ k[x, y].

(ii)
√

(x1x2, (x1 − x2)x1) = (x1).

Exercise 13. Let a, b, c, d ∈ R and d 6= 0. Consider the following ideals:

m1 := (x− a, y − b)
m2 := (x− a, (y − b)2 + d2)

m3 := ((x− a)2 + d2, y − (bx+ c)).

Show thatm1,m2,m3 are maximal ideals inR[x, y], and that each maximal ideal
ofR[x, y] is of one of that forms.

Exercise 14. LetV ⊆ Cn be anaffineC-variety. Show thatV is anaffineR-variety
if and only if V is closed under coordinatewise complex conjugation.

Exercise 15. Let O ⊆ C be non-empty and open with respect to the Euclidean
topology on C. Show that O is an affine R-variety if and only if O = C. �en
extend the statement toCn.

Exercise 16. Let a robotic arm inR2 be given by two rods of length 2 and 1, con-
nected by swivel joints, as can be seen in Figure 4.1. �e angles α and β can take
arbitrary real values.

(i) Show that the set of all points thatA can reach inR2 is the intersection of an
affineR-variety inC2 withR2 (i.e. it is the set of real points of this variety).

(ii) Show that the set of all points that B can reach in R2 is not the set of real
points of an affine variety inC2.
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(iii) Sketch or plot the sets of points thatA andB can reach inR2.

(iv) Show that the set of all points thatB can reach inR2 is the projection of the
real points of an affine variety inC4.

(v) Determine the set of all positions of A in C2, from which B can reach the
positions (2, 0), (3, 0), (4, 0).

A B

(0,0) α

β
2

1

Figure 4.1: Planar robotic arm

Exercise 17. Show that the Zariski topology onAn+m = An × Am does not coin-
cide with the product topology.

Exercise 18. Let k be a field andK an algebraically closed field extension. Let

V =
{

(t, t2, t3) | t ∈ K
}
⊆ K3.

(i) Show that V is an affine k-variety, and find defining equations for V .

(ii) Compute I(V ).

(iii) Show that V is a subvariety of V(xz − y2).

Exercise 19. Let V andW be affine k-varieties with V ⊆ W . Show

W = V ∪ (W \ V ).

Exercise 20. LetR be a ring and denote by Spec(R) the set of all prime ideals of
R. For a subsets I ⊆ R and V ⊆ Spec(R)we define

V(I) := {p ∈ Spec(R) | I ⊆ p}

I(V ) :=
⋂
p∈V

p.

(i) Prove an analogue of Hilbert’s Nullstellensatz in this setup.
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(ii) Show that the sets V(I) fulfill the axioms for closed sets of a topology.

(iii) If ϕ : R→ S is a ring homomorphism, then the map

Spec(S)→ Spec(R)

q 7→ ϕ−1(q)

is continuous with respect to the topologies from (ii).

Exercise 21. Prove Lemma 1.3.6.

Exercise 22. Prove Lemma 1.3.11.

Exercise 23.

(i) Find a setX ⊆ An, such that the topological spaceX (with respect to the
Zariski topology) contains an open set Y ⊆ X,which is not dense inX.

(ii) Show that each non-discrete setX ⊆ An is not hausdorff (also see Lemma
1.3.3).

Exercise 24. Show thatGLn(K) is open in the k-Zariski topology.

Exercise 25. Let V ⊆ A3 be the affine variety defined by the following equations:

x2 − yz = 0 und xz − x.

Show that V has 3 irreducible components and find their prime ideals.

Exercise 26. Let V = V(y2 − z3, x2 − z) ⊆ A3. Show that V is a union of two
subvarieties (curves), and find definig equation for these curves.
Hint: Consider (x4 + x2z + z2)(x2 − z)− (y2 − z3) ∈ (y2 − z3, x2 − z).

Exercise 27. Let V = V1 ∪ V2 ⊆ A3 be the union of the two curves V1 = V(x3 −
y, x2 − z) and V2 = V(x3 + y, x2 − z). Further letW = V(xy) ⊆ A2.

(i) Show that alsoW is a union of two strict subvarieties (curves)W = V3∪V4,
and find defining equations for V3 and V4.

(ii) Show that there exist polynomial mappings pi : Vi → A and qi = A→ Vi,
such that pi ◦ qi = idA and qi ◦ pi = idVi, for i = 1, . . . , 4.

(iii) Do there exist polynomial mappings p : V → W and q : W → V , such
that p ◦ q = idW and q ◦ p = idV ? Sketch a proof of your answer.
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Exercise 28. Prove Corollary 1.3.17 for ideals I in an arbitrary noetherian ringA.

Exercise 29. Compute the Zariski closure of the following sets inA2:

(i) �e projection of V(xy − 1) onto the x-axis.

(ii) �e boundary of the positive orthant inR2.

(iii) �e graph of the sine function

{(x, sin(x)) ∈ R2 | x ∈ R}

inR2.

Exercise 30.

(i) LetR be a ring and I, J ⊆ R ideals inR. Show that

(I : J) := {a ∈ R | aJ ⊆ I}

is an ideal inR, containing I.

(ii) Compute generators for (xz, yz) : (z) ⊆ k[x, y, z] and determine

V((xz, yz) : (z)) ⊆ A3.

(iii) Compute generators for (y2−z3, x2−z) : (x2−z, x3−y) ⊆ k[x, y, z] and
determine V((y2 − z3, x2 − z) : (x2 − z, x3 − y)) ⊆ A3.

Exercise 31. Let V ⊆ An be an affine k-variety.

(i) Show that V is irreducible if and only if k[V ] is an integral domain.

(ii) AssumeV is reducible. Showthat thereexistpolynomialsp, q ∈ k[x1, . . . , xn]
with

V = (V ∩ V(p)) ∪ (V ∩ V(q)),

with V ∩ V(p) ( V , V ∩ V(q) ( V and V ⊆ V(pq).

Exercise 32.

(i) Let V = {(t, t2, t3) : t ∈ C} ⊆ C3 and p1 = 2x2 + y2, p2 = z2 − y3 + 3xz,
q1 = 2y + xz, q2 = 3y2. Show that p1 = q1 and p2 = q2 holds in k[V ].
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(ii) Show that V(x3 + xy2 − xz, yx2 + y3 − yz) ⊆ C3 is reducible.

Exercise 33. Let V = V(x2 − y2z2 + z3) ⊆ C3 and

ϕ : V → C
(a1, a2, a3) 7→ a3.

(i) Find defining equations for the affineR-variety

ϕ(c)−1 = {a ∈ V | ϕ(a) = c}

where c ∈ R.

(ii) Show ϕ(c)−1 ∩ R3 6= ∅ for all c ∈ R.

(iii) Sketch or plot ϕ(c)−1 for c ∈ {−2,−1, 0, 1, 2}.

(iv) Sketch or plot ψ(c)−1 for c ∈ {−2,−1, 0, 1, 2},where

ψ : V → C
(a1, a2, a3) 7→ a2

1 + a2
2.

Exercise 34. LetK be algebraically closed with prime field k. Show that{
A ∈ Kn×n | A singular

}
is an irreducible affine k-variety.

Exercise 35. Show that the mappings p 7→ p∗ and ϕ 7→ pϕ from the proof of
�eorem 1.4.8 are mutually inverse.

Exercise 36. Prove�eorem 1.4.11.

Exercise 37. Show that the map

A1 → V(x3
1 − x2

2) ⊆ A2

r 7→ (r2, r3)

is a homeomorphismwith respect to the Zariski topology.

Exercise 38. Show that the followingQ-varieties are isomorphic:



118 Exercises

(i) V(x2 − y) ⊆ A2 andA1

(ii) V(x3 − y, x2 − z) ⊆ A3 andA1

Show that the followingQ-varieties are not isomorphic:

(iii) V(xy − 1) ⊆ A2 andA1

(iv) V(y2 − z3, x2 − z) ⊆ A3 and V(xy) ⊆ A2

Exercise 39. Let

V1 = V(y − x2, z + x3 + 2x) ⊆ C3

V2 = V(x2 + 2xz + 2y2 + 3y, xy + 2x+ z, xz + y2 + 2y) ⊆ C3

and πi : Vi → C; (a1, a2, a3) 7→ a1 for i = 1, 2.

(i) Show that π1 is bijective and compute its inverse function.

(ii) Show that π2 is bijective and compute its inverse function.

Exercise 40. LetA,B,C be k-algebras where C is a domain. Show that there is
a bijection betweenHomk(A×B,C) and

Homk(A,C) ∪ Homk(B,C)

(cf. proof of�eorem 1.4.16).

Exercise 41. Let a closed toggle chain in R2 be given, consisting of four rods of
lengths a, b, c, and d, connected with swivel joints, as depicted in Figure 4.2.

(i) Show that the points that A can reach in R2 (midpoint of upper rod) are
the real points of an affine R-variety, for a = b = c = d = 5, and for
a = 3, b = 9, c = 10, d = 13.

(ii) Sketch or plot the set of points inR2 thatA can reach fora = b = c = d = 5
and a = 3, b = 9, c = 10, d = 13.

Exercise 42. Let an ellipse compass in R2 be given, consisting of two slides that
can move along the x- and y-axis, respectively. Both slides are joint to a rod of
length l via swivel joints, see Figure4.3.
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(0,0) (d,0)

a

b

c

d

A

Figure 4.2: Closed toggle chain

l A
B

(0,0)

Figure 4.3: Ellipse compass

(i) Show that the sets of points that A and B can reach in R2 (midpoint and
quarter point of rod, respectively) are the real points of affine R-varieties,
where we set l = 2.

(ii) Sketch or plot the sets of points thatA andB can reach inR2.

Exercise 43. Show that every orthogonal matrixA ∈ R2×2 with det(A) = 1 is of
the form

1

1 + t2

[
1− t2 −2t

2t 1− t2
]

for some t ∈ R ∪ {∞}, where p(∞) := LC(p) for p ∈ R[t].

Exercise 44. Every element of the group SE(2) of Euclideanmotions can be seen
as a mapping

R2 → R2 :

[
x
y

]
7→ 1

1 + t2

[
1− t2 −2t

2t 1− t2
] [
x
y

]
+

[
v1

v2

]
(4.1)

where v1, v2 ∈ R and t ∈ R ∪ {∞}We again consider the ellipse compass from
Exercise 42.
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(i) Sketch or plot the set of points thatA andB can reach inR2, by proceeding
as follows:
Define a coordinate system at the moving rod, and one in the fixed plane.
Map the points of the moving system to the fixed system by the mapping
(4.1), where v1, v2 and t are yet to be determined. You thus obtain trajecto-
ries of the corresponding points, which still depend on the points and the
parameters v1, v2 and t. By suitable choice of points, of which the trajecto-
ries are known, it is possible to determine two of the three parameters v1,
v2 and t. �e remaining parameter then parametrizes the trajectories.

(ii) Let the inverse mechanism to the ellipse compass be given: Two slides are
connected by swivel joints to a plane (= R2). �e distance of the slides is
l = 2. Two rods of lengths 2l = 4 can slide through the slides. �e two rods
are connected at a fixed angle of 90 degree in their midpoints, see Figure
4.4. Sketch or plot the set of points that C (intersection point of rods) and
D (quarter point of a rod) can reach inR2.

l

C D

Figure 4.4: Inverse ellipse compass

Exercise45. Let three rods of lengths l1, l2 and l3 be given. �e rods are connected
to a plane (= R2) with swivel joints at one end, andwith amovable platformat the
other end, see Figure 4.5. �e platform is an isosceles triangle with basis c = 14
and height hc = 10. By changing the lengths of the rods, the platform canmove.
Sketch or plot the position of the platform in R2 for l1 = 9, l2 = 8 and l3 = 10,
where you can compute the solutions numericallyHint: Use the mapping (4.1).

Exercise 46. Show that there are
(
n+d
n

)
monomials of degree d in the variables

x0, . . . , xn.
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(0,0) (16,0)

(9,6)

c

hc

l1 l2

l3

Figure 4.5: Planar 3-RPRmechanism

Exercise 47. Show that the radical of a monomial ideal I ⊆ k[x] is again mono-
mial. Is the converse also true?

Exercise 48. Let I ( k[x] be a monomial ideal, and

C(I) := {α ∈ Nn : xα /∈ I}

the set of exponents, whose monomials that are not contained in I. Further set

e1 = (1, 0, . . . , 0),

e2 = (0, 1, . . . , 0),

...
en = (0, . . . , 0, 1),

[ei1 , . . . , eir ] = {a1ei1 + . . .+ areir | aj ∈ N, 1 6 j 6 r}.

for i1 < . . . < ir.

(i) Show that V(I) is the union of finitely many coordinate subspaces (i.e. va-
rieties of the form V(xl1 , . . . , xls)).

(ii) Show

V(xl1 , . . . , xls) ⊆ V(I) ⇐⇒ [ei1 , . . . , eir ] ⊆ C(I)

wohere {l1, . . . , ls} ] {i1, . . . , ir} = {1, . . . , n}.
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Exercise 49.

(i) Order the followingmonomialswith respect to the lexicographicmonomial
ordering, and the degree-lexicographicmonomial ordering, both in case of
x > y > z and x < y < z:

{x, y, z, x2, z2, x3}, {x2y8, x5yz4, xyz3, xy4}

(ii) ConsiderNwith the usual ordering. Between any two numbers there exist
only finitely many other numbers. Is the same also true for all monomial
orderings onNn, if n > 2?

Exercise 50. Show the following:

(i) Every monomial ordering4 on Nn can be extended to a linear ordering4
onQn, with the following property:

α 4 β ⇒ α + γ 4 β + γ

for all α, β, γ ∈ Qn.

(ii) Let4 be an ordering onQn as in (i). Show that the following set is a hyper-
plane inRn:

H = {x ∈ Rn | ∀ε > 0 ∃q+, q− ∈ Bε(x) ∩Qn : q+ 4 0 4 q−} .

Hint for the dimension: ShowQn * H, and that for q 4 0 4 p inQn the connect-
ing line always meetsH.

(iii) ComputeH from (ii) on case of4lex.

Exercise 51. Show that the following rule defines a monomial ordering onN2:

α 4 β :⇔ α1 + α2

√
2 6 β1 + β2

√
2.

Show that every element from N2 has a direct predecessor with respect to 4. Is
this true for every monomial ordering?

Exercise 52. Let k[x] be equipped with a lexicographic monomial ordering4lex.
Show that for any ideal I ⊆ k[x], the following are equivalent:

(i) V(I) is finite.
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(ii) For every i = 1, . . . , n there exists pi ∈ I with LM(pi) = xdii .

Exercise 53.

(i) Compute a normal form of x7y2 + x3y2 − y + 1modulo xy2 − x, x − y3,
with respect to the lexicographic ordering and with respect to the degree-
lexicographic ordering (with x > y). What happens if xy2 − x, x − y3 is
replaced by x− y3, xy2 − x?

(ii) Repeat (i) for xy2 − x and xy + 1, y2 − 1. What do you notice?

Exercise 54. Prove the converse assertion of Corollary 2.3.4: Let I ⊆ k[x] be an
ideal andG = {g1, . . . , gs} a subset of I, such that for every p ∈ k[x], any normal
formofpmoduloG coincideswith the canonical form cfI(p). �enG is aGröbner
basis of I.

Exercise 55. Let I = (p) ⊆ k[x] be a principal ideal. Show that every Gröbner
basis of I contains a constant multiple of p.

Exercise 56. Proof the assertion in Remark 2.3.16(ii).

Exercise 57. Let g1, g2 ∈ k[x] be polynomials for whichLM(g1),LM(g2) are rela-
tively prime. Show that0 is the only normal formofS(g1, g2)modulo g1, g2. What
does this mean for the Buchberger Algorithm in general, and in particular when
applied to a set of linear polynomials?

Exercise 58. Let p ⊆ k[x] be a prime ideal. Show that all elements from the re-
duced Gröbner basis of p are irreducible in k[x]. Is the converse also true?

Exercise 59. Showhow p ∈
√

(p1, . . . , ps) can be checkedwithGröbner bases (cf.
Application 2.4.3).

Exercise 60. Find all elements of the finite variety defined by the following 0-
dimensional ideals:

(x2y − 1, xy2 − y),

(x2 + y, x4 + 2x2y + y2 + 3)

(y5 − z4, xz3 − y4, xy − z, x2z2 − y3, x3z − y2, x4 − y)

Exercise61. Useacomputer algebra systemtodeterminewhether thepolynomial
p is in the ideal I, and if so, find an ideal representation.
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(i) p = xy3 − z2 + y5 − z3, I = (y − x3, x2y − z).

(ii) p = x3z − 2y2, I = (xz − y, xy + 2z2, y − z).

Exercise 62. Consider the ideal

I := (x2 + y2 + z2 − 4, x2 + 2y2 − 5, xz − 1) ⊆ Q[x, y, z].

Use a computer algebra system to compute generators for I ∩Q[x], I ∩Q[y] and
I ∩Q[z].

Exercise 63. Let

V :=
{

(u+ v, u2 + 2uv, u3 + 3u2v) | u, v ∈ C
}
⊆ C3.

Use a computer algebra system to find generators for the ideal I(V ).

Exercise 64. Let V be a vector space and f : V → V an injective linear map with
P(f) = idP(V ) . Show that f is a constant multiple of idV .

Exercise 65. Let V be a vector space andW ⊆ V a hyperplane. Show that for any
fixed v ∈ V \W , the map

W → P(V ) \ P(W )

w 7→ [v + w]

is a well-defined bijection.

Exercise 66. For i = 1, 2 letwi ∈ R2, vi ∈ R2 \ {0} and consider the lines

Li := {wi + tvi | t ∈ R} ⊆ R2.

If we extend the Li to projective lines in P2(R) via Construction 3.1.8, where do
they intersect?

Exercise 67. Prove Lemma 3.2.5.

Exercise 68. Show directly that the radical of a homogeneous ideal is again ho-
mogeneous (with ordered index groupG).

Exercise 69. Prove Lemma 3.2.11.

Exercise 70. Show that
√
I
h

=
√
Ih holds for ideals I ⊆ k[x1, . . . , xn] (cf. Lemma

3.3.16).
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Exercise 71. Consider

V :=
{

(t3, t4, t5) | t ∈ C
}
⊆ C3.

Show that I(V ) is homogeneous with respect to some nontrivial Z-grading of
C[x, y, z], anddeterminehomogeneousgenerators for this ideal. ShowthatI(V )
cannot be generated by 2 polynomials.

Exercise 72. LetV ⊆ An be an affine variety with no points at infinity. Show that
V is finite.

Exercise 73. Show that aHausdorff spaceX is compact if and only if for all Haus-
dorff spaces Y the projection

π : X × Y → Y

maps closed sets to closed sets (cf. Remark 3.4.3).

Exercise 74. Show that the variety V := A2 \ {(0, 0)} is not affine.
Hint: First compute O (V ). If V was affine, to which simple affine variety would V be
isomorphic? Why can’t this be?

Exercise 75. LetQ = V+(c0x
2
0 + · · ·+ crx

2
r) ⊆ Pn be a quadric with ci 6= 0 for all

i. Show thatQ is irreducible for all r > 2. What holds for r < 2?

Exercise 76. Consider the three (affine) conic sections

V1 := V(x2 + y2 − 1)

V2 := V(x2 − y2 − 1)

V3 := V(x2 − y)

in C2, and let V i denote the projective closure of Vi in P2(C). Show that for all
i, j = 1, 2, 3 there exists a projectivity ϕij : P2(C)→ P2(C)with

ϕij
(
V i

)
= V j.

Why is a similar statement wrong in the affine space?

Exercise 77. Show that a field K is finitely generated over k if and only if K =
k(V ) holds for an irreducible k-variety V .
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Exercise 78. Let L1 = V+(x0, x1) and L2 = V+(x2, x3) be two skew lines in P3.
Show that L1 ∪ L2 cannot be defined with 2 homogeneous equations. Does it
work with 3? Howmany polynomials does one need to generate I(L1 ∪ L2)?

Exercise 79. (i) Show that a localization of a noetherian ring is again noetherian.
(ii) LetR be a ring and p a prime ideal inR. �en the localizationRp has exactly
one maximal ideal, namely pRp. Show that

Rp/pRp
∼= Quot(R/p).

Exercise 80. Let J = {α ∈ Nn | |α| = d}, N = |J |, and let Z ⊆ PN be the
projective variety defined by the equations

zαzβ = zδzγ

forα, β, γ, δ ∈ J withα+β = γ+ δ. Now let ξ1, . . . , ξr, η1, . . . , ηr ∈ J such that∑
i

ξi =
∑
i

ηi.

Show that for b = (bα)α∈J ∈ Z we then have

bξ1 · · · bξr = bη1 · · · bηr .
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