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Preface

In 1978 SASP was founded as a biennial winter conference by members of the Institute for
Atom Physics (afterwards named Institute for lon Physics, and since 2006 the Institute for lon
Physics and Applied Physics) of the Leopold-Franzens University of Innsbruck, Austria.

Since the beginning the format of SASP has been similar to that of a Gordon Conference,
with invited lectures, poster presentations with ample time for discussion and indoor and
outdoor activities. The attendance of the symposium has been kept to about 100 participants.

This international symposium seeks to promote the growth of scientific knowledge and
effective exchange of information among scientists in the field of atomic, molecular, and
surface physics. A special emphasis of this conference will be to focus on nano particles,
biomolecules and astrochemistry. The symposium deals in particular with collisional
interactions involving different types of collision partners, i.e. electrons, photons, molecules,
nano particles, and surfaces.

SASP usually takes place in Austria, but every second time it may be held in another alpine
country.

So far the SASP conferences were held at the following locations:

1978  Zirog, Italy

1980  Maria Alm

1982  Maria Alm

1984  Maria Alm

1986  Obertraun

1988  La Plagne, France

1990  Obertraun

1992  Pampeago, Italy

1994  Maria Alm

1996  Engelberg, Switzerland

1998  Going
2000  Folgaria, Italy
2002  Going

2004  LaThuile, Italy

2006  Obergurgl

2008  Les Diablerets, Switzerland
2010  Obergurgl



SASP Erwin Schrodinger Gold Medal 2010

In 1992 the ,SASP Award for Outstanding Scientific Achievements’ was initiated by the
SASP International Scientific Committee. This award is granted during the biennial SASP
meeting to one or two scientists, chosen amongst those who have strong connections to the
activities of SASP.

So far the award was granted to

1992
1994
1996
1998
2000
2002
2004
2006
2008

David Smith, Birmingham

Zdenek Herman, Praha

Werner Lindinger and Tilmann Mark, Innsbruck

Eldon Ferguson, Boulder, and Chava Lifshitz, Jerusalem
Jean H. Futrell, Richland

Eugen Illenberger, Berlin

Anna Giardini-Guidoni, Roma

Davide Bassi, Trento, and Martin Quack, Ziirich
Helmut Schwarz, Berlin

Recipient of the SASP Award 2010 — in the form of the ‘Erwin Schrédinger Gold Medal’
designed by Zdenek Herman — will be

Kurt Becker, Polytechnic Institute of New York University

Kurt Becker from Polytechnic Institute of New York University, USA, will receive the award
for his outstanding contributions to molecular physics (interaction of electrons with molecules
and clusters) and plasma physics (properties and applications) .
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Sunday Monday Tuesday Wednesday Thursday
9:00 (invited) 9:00 (invited) 9:00 (invited) 9:00 (plenary)
R.I. Kaiser M. Arndt A. Solov'yov F. Aumayr
9:30 (invited) 9:30 (invited) 9:30 (invited) 09:40 (invited)
O. Dutuit D. Stranges R. Beck F. Gianturco
10:00 (invited)  |10:00 (invited) |10:00 (invited) |[10:10 (invited)
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10:30 10:30 10:30 10:40
Coffee break Coffee break Coffee break Coffee break
11:00 (invited)  |11:00 (invited) |11:00 (invited) |[11:10 (invited)
G. Gantefor J. Bredehoft P. Defrance M. Quack
11:30 (invited)  |11:20 (invited) |11:20 (invited) |11:40 (hot topic)
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O. Echt B. Huber S. Ptasinska K. Becker
17:00 (invited) |17:00 (invited) |16:50 (hot topic) |17:00 (invited)
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17:30 (invited)  |17:30 (invited) |17:10 (invited) |17:20 (invited)
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18:00 (invited)  |17:50 (hot topic) |17:30 (hot topic) |17:40 (invited)
E. Campbell M. Farnik V. Kresin T. Field

18:10 (hot topic) |17:50 (hot topic)
M. Beyer L. Feketeova

18:10 (hot topic)
S. Price

18:30 Dinner

18:30 Dinner

18:30 Dinner

18:30 Conference
Dinner

20:30 (plenary) |Poster 20:30 (hot topic) |Poster
J. Ullrich J. Seebacher

21:10 (invited) 20:50 (hot topic)

M. Lezius R. Fantoni
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The Chemical Evolution of Titan's Atmosphere:
From Homogeneous to Heterogeneous Chemistry

Brant Jones, Fangtong Zhang, Pavlo Maksyutenko, Ralf I. Kaiser
Department of Chemistry, University of Hawaii at Manoa, Honolulu, HI 96822, USA
NASA Astrobiology Institute, University of Hawaii at Manoa, Honolulu, HI 96822, USA

ralfk@hawaii.edu

The arrival of the Cassini-Huygens probe at Saturn’s moon Titan - the only Solar System
body besides Earth and Venus with a solid surface and thick atmosphere — in 2004 opened up
a new chapter in the history of Solar System exploration. Titan’s most prominent optically
visible features are the aerosol-based haze layers, which give Titan its orange-brownish color.
However, the underlying chemical processes, which initiate the haze formation, have been the
least understood to date. Based on limited laboratory studies related to the formation of soot,
planetary chemists proposed that polyacetylenes such as diacetylene (HCCCCH) and
triacetylene (HCCCCCCH) play a crucial role. It is remarkable that, based on reasonable
alternative choices for the unknown reaction dynamics, photochemistry, and reaction rates,
the models show completely inconsistent mechanisms for the principal routes to polyynes in
Titan’s atmosphere. The reaction products are either guessed or often analyzed off-line and ex
situ. Hence, the detailed chemical dynamics of the reactions such as the role of radicals and
unstable, transient species cannot always be obtained, and reaction mechanisms can at best be
inferred qualitatively. However, recent data from the Cassini-Huygens mission have revealed
that the transformation of simple molecules such as acetylene (HCCH) and diacetylene
(HCCCCH) to complex polyacetylenes such as triacetylene (HCCCCCCH) likely present one
of the most fundamental steps in the context of the evolution of planetary atmospheres.
Therefore, an experimental investigation of these elementary reactions under single collision
conditions is desirable.

Here, we report data on recent laboratory and modeling studies on the role of polyacetylenes
(polyynes) in the formation of Titan’s organic haze layers utilizing crossed molecular beam
experiments. These studies focus on the photodissociation of the diacetylene monomomer and
its dimer and on the synthesis of diacetylene and triacetylene under single collision
conditions. Those investigations provide key concepts on the formation mechanisms of
unsaturated hydrocarbon molecules — in particular polyynes and their related compounds -
together with their hydrogen deficicient precursors from the ‘bottom up’ in the atmosphere of
Saturn’s moon Titan.
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Brilliant FEL Light: New Frontiers in AMO Research

J. Ullrich
Max-Planck-Institut fiir Kernphysik, Heidelberg

Upcoming 4™ generation lights sources, Free Electron Lasers (FEL), will provide, for the first
time, intensities, coherence properties, short-time and pump-probe options in the VUV to X-
ray regimes comparable to those presently realized by intense, ultra-short laser pulses in the
visible. At least three completely new fields of research are expected to open up in atomic and
molecular physics. First, the huge integrated radiation flux enables to investigate in
unprecedented detail dilute samples, as for example positive ions up to the highest charge
states, negative atomic ions, negative or positive state-prepared molecular and size-selected
cluster ions. Second, the tremendous peak intensities allow investigating, for the first time,
fundamental non-linear processes where few photons interact with few electrons in atoms,
molecules, clusters or ions. Third, the short-time properties will enable unique time dependent
experiments with any of these targets and first femtosecond VUV-VUV pump-probe
measurements have been demonstrated recently. In the talk, these novel fields will be
highlighted and first results of pioneer experiments at the Free Electron Laser at Hamburg
(FLASH) [1-6] as well as at the Spring8 Compact SASE Source (SCSS) in Japan will be
discussed. Future possibilities opened e.g. by the integration of large area imaging photon
CCD detectors into reaction microscopes (REMI) [7] or by providing ultra-cold targets via a
magneto-optical trap (MOT) in a REMI, the streaking of electrons and ions by overlapping
phase stabilized THz radiation etc. will be envisioned.

References

[1] R. Moshammer et al., Phys. Rev. Lett. 98 (2007) 203001
[2] S.W. Epp et al., Phys. Rev. Lett. 98 (2007) 183001

[3] H.B. Pedersen et al., Phys. Rev. Lett. 98 (2007) 223202
[4] A. Rudenko et al., Phys. Rev. Lett. 101 (2008) 073003
[5]1Y. H. Jiang et al., Phys. Rev. Lett. 102 (2009) 123002
[6] M. Kurka et al., J. Phys. B (submitted)

[7]

71 J. Ullrich et al., Prog. Rep. Phys. 66 (2003) 1463
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Structures of Gold Cluster lons
by Trapped lon Electron Diffraction

D. Schooss', A. Lechtken', C.Neiss', and M.M. Kappes®

! Institut fiir Nanotechnologie, Forschungszentrum Karlsruhe, Postfach 3640, 76021 Karlsruhe,
Germany

? Institut fiir Physikalische Chemie, Universitiit Karlsruhe, Kaiserstr. 12, 76128 Karlsruhe, Germany

detlef.schooss@int.fzk.de

Physical and chemical properties of clusters are directly related to their structure, the
identification of gas phase structures is therefore a central point in cluster science. To
experimentally determine gas phase structures of size selected cluster ions we use trapped ion
electron diffraction (TIED), a hybrid of the electron diffraction method and the ion trap mass
spectrometry technique. Structures are assigned by comparison of experimental and simulated
molecular scattering functions, the latter are calculated from candidate structures obtained
from a density functional theory.

In particular the structures of small bare gold cluster have attracted much interest recently.
After a short introduction into the method, we present our recent work on structures of
anionic [1] and cationic [2] gold clusters Au,”(n=11-20). For Au, experiment and theory
have been at odds with respect to the specific cluster size at which the transition from 2D to
3D structures occurs. Using TIED in combination with state of the art DFT calculation we
show that the 2D-3D ftransition is at 12 gold atoms, in good agreement with former
investigations. Auy; to Auys are flat 3D structures. Hollow cage structures were found for
Aujs-Auis. Aujg and Auy are tetrahedral structures. The same structural families are
realized for the cations Au, (n>14), however, structures for a given size as well as the
transition sizes differ significantly. Additionally structures of transition metal doped gold
clusters [3] are presented and discussed.

References

[1] M.P. Johansson, A. Lechtken, D. Schooss, M.M. Kappes, F. Furche, Phys. Rev. 4 2008,
77, 053202; A. Lechtken, C. Neiss, M.M. Kappes, D. Schooss, Phys. Chem. Chem. Phys.
2009.

[2] D. Schooss, P. Weis, O. Hampe, M. M. Kappes, Phil. Trans., in press; A. Lechtken, C.
Neiss, P. Weis, M.M. Kappes, D. Schooss, to be published.

[3] L.-M. Wang, J. Bai, A. Lechtken, W. Huang, D. Schooss, M.M. Kappes, X. C. Zeng, L.-S.
Wang, Phys. Rev. B 2009, 79, 033413.
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Nanoparticles on a Surface: Atomistic Approach
for Structure, Dynamics and Pattern Formation

Ilia A. Solov’yov, Veronika V. Dick, Andrey V. Solov’yov
Frankfurt Institute for Advanced Studies, Goethe University, Ruth-Moufang-Str. 1, 60438 Frankfurt am
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Nanotechnology is an exploding research domain [1]. This generic word refers to physical
and chemical research performed on systems having a characteristic length scale of the order
of the nanometer. At that particular length scale, new specific physical and chemical
properties emerge. One of the main targets of nanophysics and nanochemistry is the
development of controlled, reproducible and industrially transposable, nanostructured
materials. An issue of fundamental interest is the precise control of the systems’ architecture.
All technological developments based on nanostructured materials (potential industrial
applications are numerous: micro-electronics, heterogeneous catalysis, magnetic storage, etc)
require the understanding of the underlying factors controlling the structuring of the systems.

The implementation of nanofabricated systems with functional properties into various devices
with real or potential applications requires a detailed understanding of the mechanisms of
self-assembly and growth of nanosystems with desired properties and also of the methods for
the control of these mechanisms. Here we focus on the exploration of the growth and self-
organization of nanosystems with tailored properties for immediate and potential industrial
applications. This includes self-organized 1D systems (nanotubes and nanowires), 2D and 3D
systems (aggregates of catalytically active nanoparticles and responsive nanostructured
surfaces).

We present an overview of recent advances in a systematic theoretical description of physical
properties of free and supported nanoparticles (atomic clusters) such as their stability, atomic
and electronic structure, magnetic, thermal and optical properties [2-9].

A special attention is paid to the process of deposition of nanoparticles on a substrate at
various energies and to the analysis of dynamics of nanoparticles on a surface. It is
demonstrated that the pattern formation on a surface depends crucially on the ratio between
the flux of nanoparticles to the surface and their mobility over the surface. We demonstrate
that stability of the structures on surface depends strongly on several factors, such as the
concentration of impurities and temperature [10].
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Fig. 1: Evolution of the fractal structure, calculated with accounting for the internal
dynamics of the particles in the fractal. (a) Initial structure of the fractal; (b) rapid
fragmentation of the fractal (c) fragmentation of a fractal due to diffusion of the particles
along the fractals branches

We consider the post-growth processes occurring in a nanofractal on surface by accounting
for the diffusion and detachment processes in the system. We demonstrate that these kinetic
processes control the final shape of the islands on surface after the post-growth relaxation as
illustrated in Fig. 1.

An illustrative example of the influence of critical factors on the structure formation in
nanosystems is the change in morphology of Ag nanofractals due to their oxidation [10,11]
shown in Fig. 2. From a fundamental point of view, the return to equilibrium state for these
metastable dendritic structures is the growth reverse process; the same microscopic
phenomena govern the formation and the relaxation. A recent systematic study by Bréchignac
and co-workers of the influence of the fragmentation dynamics and subsequent relaxation to
the equilibrium shapes, have shown that these latter are controlled by the deposition
conditions and cluster composition. In particular, incorporating impurities into the incident
clusters prior to their deposition induce a post-fractal island fragmentation due to a drastic
change of the diffusion parameters.

Fig. 2: Experimental observation of the silver fractal perturbation by adding of oxygen
impurities to the silver clusters [11,12].
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Another example is the formation of unusually long fullerene-based nanowires with the
length to width aspect ratio exceeding 3000 [13]. Recently it was demonstrated that the
growth of these nanowires is strongly solvent-dependant [13]. Thus, they tend to grow from
the 1,2,4-trimethylbenzene solution of Csp, while only flake-like small particles nucleate if for
example toluene is used as a solvent [14], see Fig. 3.

The influence of activators on the catalytic activity of nanoparticles is also studied. A recent
systematic study has found that the introduction of B into Ni nanoparticles would
significantly alter the ultrafine nanostructure of the metal, which in turn dramatically
improves the catalytic activity of Ni in a vast number of industrially important hydrogenation
and dehydrogenation reactions [15,16]. In addition by inserting activators in metallic
nanoparticles for catalyzing the growth of carbon nanotubes, one can achieve the desired
structural characteristics or growth rates [17-20]. We report the results of theoretical
investigation of the interaction of Ni nano-particles with silica surface and elucidate the
molecular mechanisms leading to catalytic role of Ni nano-particles in the nanotube growth
process. We suggest a simple model for the description of stability and energetics of a
nanotube with arbitrary chirality [4]. The proposed method is based on the liquid drop model.

Fig. 3: Scanning electron microscopic images of the fullerene (Cg) crystals (either in the
form of wires or particles) grown by using the solvents of 1,2,4-trimethylbenzene (left) and
toluene (right). The insets are the corresponding optical microscopic images [21].

We discuss effects of variation of electric, magnetic, thermal and optical properties of atoms
and nano-particles caused by the interaction with a surface [5,6,7]. Special attention is paid to
the formation of plasmon resonances and to differences in photo absorption spectra and
thermal properties of free and supported or embedded nanostructures [5,6,7]. We elucidate
the role of dynamical screening in the photoionization or photoabsorption process of an atom,
which is either confined within a fullerene shell or is adsorbed onto its surface [8,9]. This
effect has a general nature. It will also appear for impurity atoms or molecules embedded into
or attached onto a metallic cluster or a nanotube. A dynamical screening factor is defined, and
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is shown to lead to an enhancement of the amplitude of the electromagnetic wave within a
specific range of frequencies [8,9].
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There is a simple scheme explaining photodesorption from bulk surfaces: the so-called
Menzel-Gomer-Redhead mechanism (Fig. 1). The photon excites the molecule-surface
complex into a repulsive state and the molecule desorbs. However, on metal surfaces the
mechanism does not work because of short live time of the excited state, which is quenched
by the interaction with the metal conduction electrons. For clusters, the situation is different
due to much lower density of states in the conduction band. We studied O, photodesorption
from size-selected metal clusters using time-resolved photoelectron spectroscopy. The
lifetime of the repulsive excited state is sufficiently long to allow for desorption. As a
consequence, desorption yield is high approaching 100 %, which makes metal clusters

interesting candidates for photochemistry.

= .., Desorption
I ® >
] = ©
o ground state
Molecule — Cluster Distance
References:

Fig.1. Scheme of photodesorption of a
molecule adsorbed to a bulk surface or a
cluster. The photon excites the molecule-
surface complex into an antibonding
state resulting in desorption. On metal
surfaces, relaxation competes with
desorption resulting in low desorption
yields. For metal clusters, relaxation can
be slow.
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Supersonic molecular beams continue to constitute an extremely versatile and rather popular
tool in modern chemical physics. They are of prime importance in basic as well as applied
research fields such as analytical chemistry, cluster science, optical spectroscopy, surface
science, and thin film growth. Supercritical fluids have received considerable attention in
materials science and engineering. In particular, jet expansions from the supercritical state are
used to grow nanoparticles or to transfer molecules of pharmaceutical interest into the gas
phase.

Focusing on the numerous applications, more fundamental topics of supersonic jet expansions
such as the real gas behaviour have not been investigated in great detail. Until now, in most
studies the characteristics of supersonic jets are treated in the approximation of ideal gas
expansions. Here, particle associations are completely ignored, although they are responsible
for the formation of clusters, both in the stagnation reservoir at elevated pressures and during
the jet expansion.

In continuation of our earlier work on supersonic beams of supercritical fluids[1-6] we
investigate the influence of thermodynamic quantities on the resulting beam velocity, beam
temperature, and cluster size. The assumptions of an ideal gas treatment and its shortcomings
are reviewed. A straightforward thermodynamic approach is presented that is capable to
overcome most of those difficulties. It is shown that the experimental beam velocities are well
described by considering the initial and final fluid enthalpies. These are computed using high
accuracy equations of state explicit in the Helmholtz energy. The model calculations are
complemented by a comprehensive set of experimental data covering a wide range of
stagnation conditions. Particularly we focus on the gas-liquid phase transition of fluid systems
and report surprising observations in the close vicinity of the critical point.
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Clusters of helium atoms were among the very first atomic clusters deliberately synthesized
in the gas phase in order to investigate their properties, including the possible occurrence of
superfluidity in finite systems [1]. However, interest in these very weakly bound systems
faded when methods were designed to prepare and investigate more strongly bound clusters
that showed a range of intriguing features, including electronic shell structure in alkali metals,
size-dependent chemical reactivity of transition metals, and the unique geometric structures
of carbon clusters.

Renewed interest in helium awakened in the early nineties with the realization that helium
droplets offer a new avenue for synthesis of novel complexes and their interrogation at
ultralow temperatures [2]. As aptly noted by Toennies and coworkers [3], helium droplets
may serve as flying nano-cryo-reactors. In this article we will highlight recent work in our
laboratory in which helium droplets are used to synthesize weakly bound clusters of argon,
hydrogen, water, ammonia, and complexes of Cgy with water and ammonia clusters. The
response of these systems to electron impact ionization and low-energy electron attachment
reveals various intriguing features, including the formation of even-numbered hydrogen
cluster cations due to reduction of intramolecular fragmentation, enhanced stability (magic
numbers) of argon clusters containing nitrogen or water impurities, and novel ion-molecule
reactions between Cg, and small water or ammonia clusters. Other intriguing observations
involve a hydrogen-helium H,He, complex that had been predicted to occur in a linear,
centrosymmetric He-H-H-He" structure [4], and anomalies in the size distribution of He, X"
and He, X" (X = atomic or molecular impurity) that make it possible to determine the size of
ions solvated in helium.
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What’s so special about helium droplets?

Several features make helium droplets unique:

e  The ease with which they can be synthesized with sizes ranging from 10’ to 10® atoms,
equivalent to droplet radii of 2.2 to 100 nm.

e  The ultralow temperature of 0.37 K that droplets achieve shortly after their formation or
after any kind of excitation, as a result of efficient evaporative cooling via emission of
weakly bound helium atoms. Previously, researchers had cooled clusters by expanding
them in a beam of helium, but the method was effective only for very small clusters, and
the temperature attained remained unknown.

e  The fact that they are superfluid at 7= 0.37 K. Thus, almost any atom or molecule that
collides with a droplet is swallowed and quickly moves to the center where it will
coagulate with previously swallowed molecules. One consequence is that helium
droplets offer a novel way to grow clusters of other species. Another is the possibility to
grow complexes in metastable configurations.

Case studies

Argon clusters in helium droplets

Argon enjoys favorite status among experimentalists because it is inexpensive and essentially
monisotopic; spectral congestion that plagues mass spectra of neon, krypton and xenon
clusters is thus avoided. For theorists, neutral argon clusters come closest to a classical
system characterized by simple pairwise additive
interactions. However, argon cluster ions present
a major, as yet unexplained puzzle. Size
distributions of Ar,” with n < 79 atoms are a) v ARH,0"
strikingly different when ions are produced by b AN
different methods. Distributions obtained by
electron impact ionization of free pre-formed
neutral clusters are smooth, with the exception of
a deep minimum at n» = 20, and a less prominent
ledge at n = 23 [5]. In contrast, when Ar,  is
formed by expanding weakly ionized pure argon, b)
a rich pattern of abundance maxima at n = 19,
23, 26, 29, 32, 34, 43, 49, 55 and beyond is
found [6]. The numbers below 55 can be
assigned to closure of icosahedral subshells 0 b—————— T VW
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following the Aufbau principle explored by Hoare and others for arrangement of atoms that
interact via a Lennard Jones potential.

When argon clusters embedded in helium droplets are ionized by electron impact one
observes anomalies in the size distributions that closely resemble those observed after
ionization of bare argon clusters; this demonstrates that caging and cooling effects provided
by the helium matrix do not suffice to quench fragmentation of the nascent argon cluster ion
[7]. However, striking abundance anomalies are observed in distributions of argon cluster
ions that contain one H,O, N, or O, molecule, see Figure 1. Two ion series are marked in the
upper panel, Ar,N," (vertical lines) and ArssH,O" (triangles). The strong abundance of
AryN," and ArssH,O" contrasts with the near-absence of slightly larger cluster ions
containing the corresponding impurity. Close inspection also shows an abrupt drop in the ion
abundance of Ar,0," beyond n = 54. The features are most likely related to enhanced stability
upon closure of the second icosahedral shell, but the difference in magic numbers (54 versus
55) and the well-known reactivity of charged argon-nitrogen complexes suggest structural
differences that remain to be explained.

Water and ammonia clusters complexed with Cg,

We have probed ion-molecule reactions between Cqy and water or ammonia clusters in helium
droplets; experimental results are augmented by ab-initio Hartree-Fock calculations [8]. Cy 1s
hydrophobic; it does not dissolve in water nor
ammonia although stable dispersions of Cg

have been prepared by transferring organic ? 2) Cog & D0 in helium 3 ne4
solutions into an aqueous phase. The water Lo v 1 g_l i
solubility of fullerenes strongly changes upon 07'2-‘(;1‘7é01860‘82‘0‘83c
chemical derivatization but so does its toxicity. 4

In the present experiments, helium droplets 2

doped with Cg, are co-doped with water or
ammonia, and then ionized by electron impact.
Among the various observations, two stand out.
First, the weak interaction between neutral Cgq
and water extends to the cationic system. Ab-
initio calculations show that the positive charge 2
is localized on the fullerene and the water

cluster remains weakly attached. In agreement

with the theoretical results we observe that for 0
water clusters (H,O), of size n =3, 4, and 6 a
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favored fragmentation channel is desorption of the complete cluster from Cg, " rather than the
common mechanism, evaporation of individual molecules.

When pure water or ammonia clusters are ionized by electron impact the main products are
protonated cluster ions. This also holds for pure clusters embedded in helium. However,
when helium droplets are co-doped with Cgy, mass spectra as shown in Figure 2 result. One
observes stoichiometric and dehydrogenated complexes (marked by triangles and vertical
lines, respectively); the abundance of dehydrogenated ions is particularly strong forn =1, i.e.
CsoOH" and CgNH,". This strong signal of dehydrogenated cluster ions would seem to be a
counterexample to the notion that fragmentation of clusters embedded in helium is suppressed
compared to the same free clusters. We attribute the appearance of dehydrogenated ions to a
novel mechanism that involves charge transfer from the primary He" to Cg, resulting in C602+.
This ion may then undergo ion-molecule reactions with other molecules, as previously
observed in gas-phase experiments [9]. Reaction with water clusters would result in CqoOH" +
(HZO)X_2H30+; reaction with ammonia to C¢oNH," + (NH3)X_2NH4+. The formation of doubly
charged intermediates in doped helium droplets also offers a compelling explanation for
previous observations of facile hydrogen loss from clusters of organic molecules and
biomolecules.

On the size of ions in helium

Solvation is a unifying concept in chemistry. Gas-phase studies of ions in which physical
properties are measured as a function of the number
of solvent molecules have helped unraveling -
microscopic details of solvation shells. Closure of Teeete m
the first solvation shell in a complex XY, (where 6 o
the solute X is either neutral or charged) can be . Her”
inferred from data that reflect evaporation energies R h\\*%

of cluster ions in a qualitative way. In the present oL : e
work 10] we apply mass spectrometry to determine
the size of the first solvation shell for several ions AR o
embedded in helium droplets. Cations X He, with T
X' =F', CI', Br', I', I,", or CH;I" are formed by %\Lﬁ
electron impact ionization of helium droplets doped e
with SF¢, C4Fs, CCly, CsHsBr, CH;l, or I,; anions ..
XHe, with X’ = F, CI' and Br are formed by x e
electron attachment to helium droplets doped with 6 . . . . .
SF, CCly or C¢H;Br. R
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Our observations may be summarized as follows:

e Each ion series X He, exhibits a stepwise drop in the yield at some characteristic value 7,
see Figure 3.

e Anions of F, Cl and Br are much larger than their cations; the average ratio
ng(anion)/ng(cation) is 1.70.

e For a given charge state, ns values of halogen ions increase with increasing atomic number.

The stepwise drops provide a measure of the number of solvent atoms in the first solvation

shell. A simple classical model is used to derive ionic radii from n,. Assuming a helium

density equal to the bulk value we find that halide anions in helium are nearly twice as large

as in alkali halide crystals. The radii agree, within 10 %, with values derived from ion

mobilities in superfluid bulk helium [11] and with values derived from radial density profiles

computed by quantum Molecular Carlo methods [12].

References

[1] E.W. Becker, R. Klingerhofer, and P. Lohse, Z. Naturforsch. A 16, 1259 (1961); J.
Gspann and H. Vollmar, J. Chem. Phys. 73, 1657 (1980).

[2] S. Goyal, D. L. Schutt, and G. Scoles, Phys. Rev. Lett. 69, 933 (1992).

[3] M. Farnik and J. Toennies, J. Chem. Phys. 122, 014307 (2005).

[4] A. Krapp, G. Frenking, and E. Uggerud, Chem. Eur. J. 14, 4028 (2008).

[5] P. Scheier and T.D. Mérk, Int. J. Mass Spectrom. Ion Proc. 102, 19 (1990); W. Miehle,

O. Kandler, T. Leisner, and O. Echt, J. Chem. Phys. 91, 5940 (1989).

[6] I.A.Harris, R.S. Kidwell, and J.A. Northby, Phys. Rev. Lett. 53, 2390 (1984).

[7] F. Ferreira da Silva, P. Bartl, S. Denifl, O. Echt, T. . Mirk, and P. Scheier, Phys. Chem.
Chem. Phys. in print.

[8] S. Dentfl, F. Zappa, I. Méhr, F. Ferreira da Silva, A. Aleem, A. Mauracher, M. Probst, J.
Urban, P. Mach, A. Bacher, O. Echt, T.D. Mérk, P. Scheier, Angew. Chemie (Int. Ed.),
in print.

[9] G. Javahery, S. Petrie, A. Ketvirtis, J. Wang, and D.K. Bohme, Int. J. Mass Spectrom.
Ion Proc. 116, R7 (1992); J. J. Stry, M.T. Coolbaugh, E. Turos, and J.F. Garvey, J. Am.
Chem. Soc. 114, 7914 (1992).

[10] F. Ferreira da Silva, P. Waldburger, S. Jaksch, A. Mauracher, S. Denifl, O. Echt, T.D.
Mirk and P. Scheier, Chem. Eur. J. 15, 7101 (2009).

[11] A.G. Khrapak, JETP Lett. 86, 252 (2007); A.G. Khrapak and W.F. Schmidt, Int. J. Mass
Spectrom. 277, 236 (2008).

[12] E. Coccia, F. Marinetti, E. Bodo, and F. A. Gianturco, ChemPhysChem 9, 1323 (2008).



32 SASP

Spectroscopy of Metal-Solvent Clusters:
a Gas Phase Journey to Solvated Electrons

L. Varriale, N. Bhalla, N. Tonge, T. E. Salter, V. E. Mikhailov, and Andrew M. Ellis
Department of Chemistry, University of Leicester, Leicester LE1 7RH, UK
Email address: andrew.ellis@le.ac.uk

Many molecules dissolve in solution by forming ions. Spectroscopic studies of neutral solute-
solvent clusters of the type XY*S,, where XY is the solute and S is the solvent, offers the
opportunity to explore how the heterolytic dissociation into ions X" and Y~ evolves as the
number of solvent molecules, 7, is altered. Here we address a special case, where the solute
is a metal atom and the solvent is ammonia. Certain metals, such as the alkalis, dissolve in
liquid ammonia and among the potential products are M" and ¢”. This heterolytic dissociation
process can lead to an electron embedded in the solvent and has a major effect on solution
properties, such as the electrical conductivity.

In order to explore some of the factors that lead to solvated electron formation, we have
investigated a series of metal-solvent clusters as a function of size, with particular emphasis
on the alkalis, but also for other metals too. The questions we wish to answer include: are
discrete solvent shells formed and what are their structures? What evidence do we see for
solvated electron formation in very small clusters? What happens if the solvent is changed,
e.g. from ammonia to methyalamine?

An overview of our spectroscopic work on metal-solvent clusters will be given and some of
the latest results will be presented. This will include not only mid-infrared studies aimed at
exploring solvation structures in small clusters using vibrational spectroscopy, but also some
recent near-infrared work exploring electronic transitions.

Experimental

The experiment seeks to obtain infrared spectra as a function of cluster size for neutral
species. This is challenging as mass selection prior to spectroscopic probing is not possible.
We use mainly IR-induced predissociation spectroscopy, which requires the absorbed IR
photon to cause the ejection of one or more solvent molecules. This is registered by a dip in
the ion signal in a given mass channel in a subsequent photoionization mass spectrum. The
apparatus employed is illustrated in the figure, which shows cluster formation by a standard
laser ablation/supersonic expansion arrangement. The output from an optical parametric
oscillator is used for IR excitation and a dye laser for subsequent photoionization. Mass
spectra are recorded using a time-of-flight mass spectrometer.
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Results and Discussion

To illustrate some of the findings, one specific cluster is highlighted here, Li(NH3)4, but
several others will be covered in the oral contribution.

Li(NHj;), — vibrational spectroscopy

We have used IR spectroscopy to determine the structure of the solvent around the metal
atom in M(NH,), clusters. For example, the IR spectrum of Li(NH3), in the N-H stretching
fundamental region shows three bands in close proximity which have been attributed to the
antisymmetric N-H stretching mode in the ammonia sub-units along with a perturbation by a
bending mode overtone (2v,;). [1] There are several possible structures for Li(NH;),.
Supporting ab initio calculations suggest a global minimum in which all four NH3; molecules
occupy a single solvent shell, while the next lowest structure (approx. 0.25 eV above the
global minimum) has three NH; molecules in the inner solvent shell and the fourth in the
second solvent shell. These two structures are referred to as 4+0 and 3+1 according to the
number of solvent molecules in the first and second shells, respectively. The IR spectrum is
consistent only with a 4+0 structure. By way of contrast the vibrational spectra of larger
clusters cannot be explained on the basis of single solvent shell occupancy, showing that the
first solvent shell around Li can hold a maximum of four NH; molecules.

Li(NHj;), — electronic spectroscopy

Using a similar photodepletion technique, we have recently recorded the first electronic
spectrum of Li(NHj3);. This is postulated to be an important moiety in lithium/liquid
ammonia solutions and very recent theoretical studies have suggested that the electronic
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spectrum of Li(NH;), will strong overlap with that of the solvated electron, casting doubt on
the utility of simple absorption spectroscopy for probing solvated electrons. Our work
provides experimental confirmation of this suggestion, with a strong and broad electronic
spectrum being recorded in the near-infrared which would overlap strongly with the well-
known solvated electron spectrum. Part of the electronic spectrum is shown below, where it is
recorded in two channels: (i) as depletion in Li(NH;),  or enhancement in Li(NH;);". An
assignment of this spectrum will be presented and discussed in the oral presentation.
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Other clusters
In addition to Li(NH;),, a selection of findings for other clusters will be presented, including
Na(NHj),, and our preliminary work on clusters of metals in other groups such as Ca(NHj),
and Yb(NHj3),.
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Alkali Aggregates on Cold Helium Droplets: Formation
of High-Spin States and Electron Spin Resonance

Wolfgang E. Ernst
Institute of Experimental Physics, Graz University of Technology,
Petersgasse 16, A-8010 Graz, Austria, wolfgang. ernst@tugraz.at

High-spin states of alkali dimers and trimers

Droplets of about 10* helium atoms generated in a supersonic expansion, represent a
nanometer-sized superfluid medium of 0.4 K temperature and can be doped with one or
several atoms or molecules that may form complexes in this cold environment. In principle,
all spectroscopic techniques can be applied that are common in molecular beam spectroscopy.
Using two-laser excitation schemes, we were able to identify the alkali dimers K,, Rb, and
KRb and the trimers K3, Rbs;, K,Rb and KRb;, in their lowest quartet states formed on droplets
loaded with potassium and rubidium atoms [1] . Electronic excitations of the trimers yielded
insight into several states that underlie both Jahn-Teller and spin-orbit coupling [1,2].

Zeeman effect and magnetic circular dichroism

Although helium provides a gentle and only weakly perturbing matrix, line widths in optical
spectra amount to about 1 cm™ or more. Higher resolution has been obtained in vibration-
rotation spectra, which made it attractive to look for ways to measure fine and hyperfine
structure directly in the microwave or radiofrequency regime. In preparation for experiments
involving optical detection of electron spin transitions in cold molecules, we studied the
electronic spin relaxation in alkali atoms and molecules that reside on the surface of a droplet.
Measurements of the circular dichroism in the presence of a magnetic field showed that the
populations of Zeeman sublevels in alkali atoms are not thermalized [4], while for dimers and
trimers a temperature of 0.4 K was found, implicitly providing a first determination of the
droplet’s surface temperature [5].

Electron spin resonance and Rabi oscillations

Optical detection of spin resonance is achieved in an optical pump-probe experiment with the
electron spin transition induced in a microwave cavity in a magnetic field between the pump
and probe regions (Fig. 1). While in traditional pump-probe schemes state selection is
provided by narrow optical linewidths, droplet-induced line broadening prevents the
resolution of Zeeman substates in the optical regime. A magnetic dichroism scheme is used
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FIG. 1. Schematic diagram of ODMR on doped He nanodroplets. The pump laser beam (A
field) exciting an unpolarized ensemble creates a net spin polarization, which is coherently
manipulated with a resonant microwave C field. Because the probe beam (B field) only
excites spin-up atoms, a correlated change of fluorescence is observed [7].

instead, exploiting the favourable selection rules for the absorption of circularly polarized
light. A circularly polarized laser beam can either deplete a particular spin state by desorption
of the respective atoms or molecules from the helium droplet beam or by truly optical
pumping [6]. In both cases, the probe laser detects the successful spin flip induced by the
microwave field. Examples will be presented showing up to 50 Rabi cycles of an electron
spin transition on an alkali doped helium droplet during the flight time of 57 us through the
cavity [7]. In our measurements of sharp, hyperfine-resolved ESR spectra of single K and Rb
atoms isolated on helium nanodroplets, the shift of the ESR lines with respect to free atoms
directly reflects the distortion of the valence-electron wavefunction due to the helium
nanodroplet and denotes in an increase of the hyperfine constant consistent with an increase
of the Fermi contact interaction. We are able to follow this change as a function of droplet
size attesting the sensitivity of the method for many foreseeable applications [§].
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Angle-resolved Photoelectron Spectroscopy
of Fullerenes with fs and ps Laser Excitation
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The photoelectron spectra from fullerenes excited with femtosecond and picosecond laser
pulses have been recorded using velocity map imaging. As observed previously, using a time-
of-flight electron spectrometer, the photoelectron spectra are composed of two components: a
largely structureless component that can be well described as a Boltzmann distribution [1,2]
and a structured signal for electron energies below the photon energy, corresponding to
excitation and subsequent single photon ionisation of excited Rydberg states [3]. The
structureless component has been interpreted as being due to a thermal electron emission
from the hot, equilibrated electron gas prior to coupling to the vibrational degrees of freedom
[2]. Velocity map imaging provides a powerful technique to study the origin of these two sets
of electrons in more detail. In contrast to time-of-flight electron spectroscopy, the technique is
sensitive to low energy electrons and also allows the simultaneous determination of the
photoelectron angular distributions. With this technique, we are therefore interested in
determining whether a thermal ionisation mechanism is actually responsible for the
structureless ,,Boltzmann-like* component and also in determining the mechanism for the
excitation of the relatively long-lived Rydberg states as well as identifying the nature of these
excited states. The results provide strong support for the thermal nature of the emission
leading to the structureless contribution. Studies on related complex organic molecules
suggest that this can be regarded as a rather general ionisation mechanism and the very
efficient thermalisation that takes place provides a limitation to the degree of coherent control
that can be expected in such large molecular systems. The highly excited Rydberg states show
remarkably simple angular distributions and may be related to the ,,superatom® states
observed recently by STM for fullerene molecules on a Cu surface [4].

Experimental Setup

Experiments whose results are reported here were carried out at both Gothenburg University
and Edinburgh University. Both sets of apparatus are similar. A sketch of the Edinburgh
apparatus is shown in Fig. 1. The gas phase fullerenes are produced in a resistively heated
effusive sublimation source situated in a small differentially pumped chamber. The fullerene
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beam is intersected with the laser pulses in the main chamber and either the electrons are
extracted using VMI extraction conditions to obtain the energy- and angular-resolved
photoelectron distributions or the positive ions are extracted in the opposite direction with a
Wiley-MacLaren extraction configuration to give a linear time-of-flight ion mass spectrum.
The VMI spectrometer design is closely based on that of the Bordas group [5]. The entire
spectrometer is surrounded by a mu-metal shield. The electron detector consists of dual,
chevron style microchannel plates followed by a phosphor screen. A CCD camera rcords the
images and transfers the data to a computer where they are accumulated and further analysed
using LabView routines. The optimum focus conditions and calibration of the spectrometer
are achieved by optimising the images obtained from Xe, this also serves to calibrate the laser
intensity. The Gothenburg apparatus differs from the Edinburgh one by having the fullerene
source in the same chamber as the VMI detector and in using a reflectron to determine the ion
mass spectra. The lasers are commercial Ti:Sapphire amplified laser systems with repetition
rates of 1 kHz and pulse duration in the range 120-150 fs. Both systems can be used to pump
fs OPAs (optical parametric amplifiers) and the Edinburgh system also has the option of
producing bandwidth limited ps pulses combined with a ps OPA.

Fig. 1. Schematic picture of the VMI
= __ﬁ spectrometer setup

Results

If electrons are being ejected due to a thermal ionisation mechanism, then one could expect
that the emission is homogeneous in space. This is the situation for ionisation of fullerenes
with ns laser pulses which is well known to occur predominantly via thermionic (delayed)
ionisation, implying that the excitation energy is equilibrated among electronic and
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vibrational degrees of freedom. The VMI inverted image and the corresponding electron
angular distribution that result from nanosecond laser (3.68 eV photon energy) ionisation of
Ceo 1s shown in Fig. 2(a,b) and clearly agrees with a homogeneous emission. A typical VMI
inverted image for ionisation of Cgy with 120 fs, 800 nm laser pulses and a laser intensity of is
shown in Fig. 2(c), using a logarithimic intensity scale, with the corresponding photoelectron
distributions for angular ranges of 10-20° and 80-90° 2(d). The VMI inverted image of the
Boltzmann-like contribution is not completely symmetric. This could perhaps be considered
as an argument against a thermal emission mechanism, however, it is important to consider
the timescales involved. The ,,thermal emission from the hot electrons, prior to equilibration
with vibrational degrees of freedom is expected to happen very quickly on the fs timescale,
based on a statistical Weisskopf model treatment [2]. This implies that the thermal electrons
can be emitted while the laser field is still present. Preliminary studies indicate that the
interaction of the electrons with the field can lead to the observed asymmetry. Further work is
needed to investigate this further and attempt to more clearly distinguish between a thermal
and any possible field-enhanced emission processes. Strong evidence for the thermal
mechanism is provided by a comparison between the apparent temperature (determined from
the slope of the photoelectron spectra) and the laser fluence / laser intensity. If the laser field
strength was the important parameter (in e.g. a field-enhanced process) then the apparent
temperature would scale with the laser intensity. If the mechanism is predominantly thermal
then the apparent temperature would be expected to scale with the laser fluence. Recent
results from our laboratory provide evidence that the latter dependence is the relevant one [6].
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A closer look at the angular distribution of the structured ,,Rydberg peak™ part of the
photoelectron spectrum is shown in Fig. 3 for low laser intensity excitation (800 nm, 3 x 10"
W/em?), leading to the presence of only Ce " ions in the mas spectrum and a negligible
contribution of the structureless, thermal ionisation component.
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Fig. 3. (a) Inverted VMI image of the low energy part of the photoelectron spectrum for
3x10” Wiem?®, 800 nm, 130 fs ionisaion. The plot covers the region from ca. 0-2 eV (b)
Angular distribution of the outermost intense structure, corresponding to an electron enegy of
1.22 eV. The full line corresponds to an asymmetry parameter, = 2.

The angular distributions of the more highly lying Rydberg states are remarkably simple, with
the most prominent signal around 1.22 eV yielding an asymmetry parameter of 2. The
asymmetry is retained for higher laser intensities. These initial data indicate that the excited
state orbitals of the molecule have a rather simple form and may be considered similar to the
»superatom* states detected recently in STM studies [4]. Further work is underway using ps
laser ionisation that provides a higher energy resolution and thus better resolved molecular
structure.
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On the Influence of the Internal Properties
on Quantum Interference with Clusters and Molecules

Markus Arndt
University of Vienna, Faculty of Physics, Boltzmanngasse 5, 1090 Vienna, Austria

Matter wave interference is a ubiquitous phenomenon and a pillar in the fundament of
quantum mechanics. When we talk about de Broglie physics we usually refer in particular to
the center-of-mass motion of particles that may travel along at least two indistinguishable
paths from the source to a certain point in the detection plane. In the past, various different
interferometer arrangements have been successfully used to demonstrate the wave-particle
duality of large molecules. In all these experiments, enormous efforts have been undertaken
to isolate the traveling quantum object from its environment, in order to shield it from
decoherence and dephasing.

The present talk shifts the viewpoint by investigating what we can learn from the high
sensitivity of quantum interference experiments to external perturbations. We shall discuss
the relevance of Earth’s gravity and rotation, the influence of molecular polarizabilities,
permanent and thermodynamically induced dipole moments, scattered light and particles as
well as the molecular absorption of light.

We will show how the interaction with static and time-varying external fields may lead to
position information about the quantum particle, which is accompanied by an effective
reduction of the quantum interference visibility, and to fringe shifts that can be accurately
measured. From both, the degree of decoherence and the fringe shifts, we can extract valuable
information about molecular properties.
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Photodissociation dynamics of the allyl, CH,CHCH,, and isopropyl, (CH;),CH, radicals have
been studied using the method of molecular beam Photofragment Translational Spectroscopy
(PTS) following excitation by 248 nm photons. Hydrocarbon radicals have received
substantial recent attention due to their importance in combustion and atmospheric chemistry.
The spectroscopy of allyl radical has been detailed by several studies, and its
photodissociation has been examined both by sophisticated laser techniques [1] and by
molecular beam methods [2,3]. Following excitation to the C(*B;) electronic state, fast
internal conversion takes place and is followed by dissociation on the ground electronic
surface to give principally hydrogen atom loss. A second channel, observed in earlier
molecular beam measurements [2], leads to methyl radicals plus acetylene. We have studied
the photodissociation of 2-d-allyl radical in order to elucidate the mechanisms involved for
the latter channel. The results demonstrate that there are two different mechanisms leading to
the formation of methyl radicals plus acetylene.

Very recently we have undertaken a study on the photodissociation of the isopropyl radical at
248 nm. Preliminary results show the presence of at least two primary dissociation channels:
H + CH;-CH=CH, and H, + C;Hs. The analysis of the experimental data has been
complicated by the absorption of a second photon from propene, which cannot be avoided.
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Abstract

We summarize the current status of the role of parity and nuclear spin symmetries and their
violations in molecular primary processes and molecular spectroscopy.

(1) Introduction
The greatest inspiration is a challenge to attempt the impossible. Albert A. Michelson

When we introduced the principles of approximate parity and nuclear spin symmetry
conservation for the theory of detailed state-to-state symmetry selection rules in chemical
reactions such as

H; (n,)+H,(n,) > H; (n,) + H(n,) (1)

where the n; are labels defining the complete internal quantum state of the reactant or product
atoms or molecules, the experimental study of such selection rules still seemed difficult [1].
In the meantime some experimental confirmations have become available (see for example
[2, 3]). Even more remote, if not impossible seemed the study of molecular parity violation
resulting in a parity violating energy difference A, ,E between the ground state energies of
enantiomers (R and S) of chiral molecules, corresponding to a non zero reaction enthalpy

A vag for the stereomutation reaction [4]

R=S A, Hj=N,A E ()

Although this latter phenomenon has not yet been confirmed experimentally, there has been
substantial theoretical and experimental progress following our theoretical discovery in 1995
that A,.E is one to two orders of magnitude larger [5-7] than anticipated on the basis of earlier
theoretical calculations (for a recent review see [8]). For the prototype example of CHFCIBr,
A E is now predicted to be about 100 aeV or A Hy =107 Jmol ™" [9, 10].
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In our 2010 SASP Paper we shall first summarize some fundamental concepts illustrating the
importance of the study of fundamental symmetries and symmetry violations and then
provide a summary of current results from our group and further work of importance in a
variety of applications ranging from astrophysics to the standard model of high energy
physics and biomolecular evolution.

(2) Fundamental aspects of symmetries, symmetry breakings and time scales for
intramolecular processes.

There are thus two types of Cartesian coordinate systems, which are called "right-handed"
and "left-handed" systems. The difference between the two is familiar to every physicist and
engineer. It is interesting that an absolute geometric definition of the right or left handedness
is impossible, only the relationship of opposition between the two can be defined." !

Albert Einstein [11]

We shall address here the fundamental symmetries of physics and how they can be
investigated by molecular physics, in particular molecular spectroscopy [12, 13]. The
following symmetry operations leave a molecular hamiltonian invariant within the framework
of traditional quantum chemical dynamics including only the electromagnetic interaction and
considering the isolated system (see [1, 14-16], for example).

(1) Translation in space

(2) Translation in time

(3) Rotation in space

(4) Inversion of all particle coordinates at the origin (parity operation P or E”)

(5) “Time reversal” or the reversal of all particle momenta and spins (operation T for time
reversal)

(6) Permutation of indices of identical particles (for instance nuclei and electrons).

(7) The replacement of all particles by their corresponding antiparticles (operation C for
“charge conjugation”, for instance replacing electrons by positrons and protons by
antiprotons etc.).

1 The original is in German: ,Es gibt also zweierlei kartesische Koordinatensysteme, welche man als
,»Rechtssysteme™ und ,,Linkssysteme* bezeichnet. Der Unterschied zwischen beiden ist jedem Physiker und
Ingenieur geldufig. Interessant ist, dass man Rechtssysteme bzw. Linkssysteme an sich nicht geometrisch definieren

kann, wohl aber die Gegensitzlichkeit beider Systeme.*
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These symmetry operations form the symmetry group of the molecular hamiltonian. They are
our “seven pillars of wisdom”. It is well known following the early work of Emmy Noether
[17] and even earlier work by C. G. J. Jacobi [18] that in connection to an exact symmetry we
have a corresponding exact conservation law. For instance (1) leads to momentum
conservation, (2) leads to energy conservation, (3) to angular momentum conservation [19]
and (4) to parity conservation, that is conservation of the quantum number parity which
describes the symmetry (even or odd, positive or negative) of the wavefunction under
reflection at the origin [20]. Another interesting observation is that an exact symmetry and
conservation law leads to a fundamentally non-observable property of nature (see the
discussion in [16, 21-23]). For example P corresponds to the fundamentally non observable
property of the left-handedness or right-handedness of space. That implies that it would be
fundamentally impossible to say what is a left handed or right handed coordinate system or an
R or S enantiomeric molecular structure, only the opposition of left and right would have a
meaning.

While the relationship between symmetries and conservation laws is a common textbook
subject, the resulting “non observability” is less widely appreciated. This consequence of an
exact symmetry and conservation law is mentioned in the early citation from Einstein [11] at
the top of this chapter. At that time it was believed that the space inversion symmetry was an
exact (and unquestioned) property of nature, similar to the other symmetries. It implies that,
in the presence of such a symmetry, there is a fundamental property of nature, which we
cannot know for fundamental reasons: It is hidden from our eyes by a veil due to the
conservation law. This results then in a great importance of finding an experimental violation
of that exact symmetry: The veil is removed and we find an experimental window to observe
this property of nature, which was completely hidden to us before we observed the symmetry
violation. In this sense, observation of symmetry violations and violations of conservation
laws are among the most fundamental observations in the natural sciences. The basic concept
has a long history (see [24])

The example of intramolecular parity violation can be considered to be one special example
in a hierarchy of symmetry breakings in molecules. This hierarchy of symmetry breakings
can be related to the size of contributions to the molecular hamiltonian and to time scales for
intramolecular primary processes ranging from about 10 fs for fast intramolecular vibrational
redistribution to about 1 s for intramolecular parity violation (see Table 1 for a survey). We
shall discuss new results from our current work, which will illustrate some of the primary
processes mentioned in the table.
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Table 1: Time scales for intramolecular primary processes as successive symmetry breakings
(after [8], see also [12, 13, 15], where references to the original literature can be found).

Symmetric state Coupling and symmetry breaking Time scale
Uncoupled oscillators, Selective vibrational CH-stretch-bend- 10 —200 fs
conservation of separable Fermi-Resonance in R;CH
vibrational quantum Coupling across bonds
numbers Ordinary nonselective anharmonic 500 fs — 10 ps
couplings in CF3R, Al coupling in
asymmetric RiR,R;CH
Uncoupled oscillators Adiabatically decoupled dynamics 10 ps— I ns
(nearly adiabatically R-C=C-H
separable) (HF),
Al coupling in C;,-symmetric R;CH
Separable rotation — Violation of nuclear spin symmetry I ns—1ms
vibration —nuclear spin (nuclear spin-rotation —vibration
states (conservation of coupling)
nuclear spin symmetry)
Space inversion symmetry, | Parity violation I ms—1ks
Parity conservation P
Time reversal symmetry T T-violation in chiral and achiral molecular time
molecules scale not known
CPT symmetry hypothetical CPT violation 0 (?7)
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Astrochemistry is a field in chemistry that deals with the formation and reactions of
molecules outside our planet Earth. One of the major topics in Astrochemistry is the
formation of molecules that are necessary for life. It is closely related to studies on the origin
of life itself, but also to the fields of Astrophysics that deal with the formation of dustclouds,
stars, planets, and all the other “furniture” found in the Universe. On one end of the scale of
molecular complexity, the formation of the simplest molecule H, from H atoms is if not
understood than at least thoroughly investigated [1]. On the other side of said spectrum the
precursors to biopolymers, like amino acids [2,3], sugars [4], lipids, cofactors [5], etc, and the
kerogen-like organic polymer material in carbonaceous meteorites called “black stuff” can be
found [6]. These have also received broad attention in the last decades. Sitting in the middle
between these two extremes are simple molecules that are observed by radio astronomy
throughout the Universe. These are molecules like methane (CH,4), methanol (CH;OH),
formaldehyde (CH,0), hydrogen cyanide (HCN), and many many others. So far more than 40
such species have been identified [7]. These are often used in laboratory experiments to create
larger complex molecules on the surface of simulated interstellar dust grains [2,8]. The
formation of these observed starting materials for prebiotic chemistry is however largely
unclear.

Astrochemical conditions

In order to induce chemical reactions one or more molecules as reaction partners and a source
of energy to overcome activation barriers are needed. The regions in which interstellar
chemistry occurs are characterized by an extreme sparseness of both of these. The particle
density even in the darkest, densest interstellar clouds is something like 10° to 10° particles
per cubic cm, which in a gas would correspond to a pressure of less than 10" mbar. It is
probably safe to say that at such pressure gas phase reactions can be neglected. Also the
temperature is mostly somewhere between 10 and 20 K, which rules out chemistry’s most
favourite form of supplying energy to reactions, namely heat. It is difficult to see how under
such conditions any kind of chemical reaction can occur and yet we can observe an
abundance of molecules throughout the Universe. So obviously we need to have a closer look
at how and where interstellar chemistry occurs.
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Dust

Those interstellar clouds in which chemistry takes place might be called molecular clouds,
but they are in fact dust clouds. Dust is ubiquitous; not only on bookshelves and all over
Earth but all over the Universe. The dust grains that make up interstellar dust clouds are tiny
silicate grains [9]. These are absolutely vital to even the simplest chemical reactions in space
in that they provide a surface to host those chemical reactions. At 10 K any molecule that hits
a dust grain will stick to it, frozen in place. The dust grains in interstellar clouds are in fact
covered by icy mantles that are thicker than the actual grain at its core. These mantles act as
concentrating sponges for molecules that would otherwise probably never even meet. In these
solid mantles all kinds of chemical reactions can take place if their activation barriers are
overcome in some way.

While heat might be a very common way of providing energy to chemical reactions it is not
by a long way the only one. Its biggest benefit is that it is easily created, spread across a
medium and thus stored, so that it is readily available whenever two reaction partners meet. In
the case of our dust grains this process is reversed. The reaction partners are held in place and
are ready to react whenever there is enough energy, even if it is available only for a very short
period and in a very small space.

In space there is a lot of radiation of different sorts. There is electromagnetic radiation (UV
light, X-Rays, 7 rays, etc.) and there is particulate radiation as well in the form of high energy
ions. This radiation will provide energy for the chemical reactions in the ice mantles of
interstellar dust grains. And while the multitude of different kinds of radiation might be a
little confusing, they all have one thing in common: Upon hitting anything solid, they will
create secondary electrons. These electrons are in fact the energy source needed to run
interstellar chemistry.

Low energy electron induced chemistry

Electrons can be created in the laboratory quite easily which makes them a nice tool in
research. The conditions found in interstellar clouds (very low pressure, very low
temperature) can also be re-created in a laboratory setting. A liquid He cryostat in an UHV
chamber with an electron source is an ideal setup to study not only interstellar chemical
processes but all kinds of elementary chemical reactions in solids and on surfaces. The study
of heterogeneous catalysis has established a number of experimental techniques that are very
widely used by now. Usually this kind of research is performed in very thin layers
(monolayers mostly) on well defined crystal surfaces (Ag(111), Pt(111), Au(111), Si(111),
etc.) Our experimental approach is slightly different. We use a polycrystalline metal as
substrate and the layers that we study are so thick (10 to 20 molecular layers usually) that
chemistry is dominated by interactions within the film and not by the boundary layer on the
metal surface. The electrons are created thermally and then accelerated towards the surface by
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means of an electrostatic field. The energy of the electrons can be tuned to allow for the study
of different processes within the same system.

Creating ions

Slow electrons can in principle trigger three different primary processes in a molecule. The
best known of those is ionisation by electron impact (EI), which is used to create ions in mass
spectrometry. In this process an electron e hits a molecule M and knocks an outer shell
electron from it to create a cation M'. This occurs whenever the electron energy is above the
ionisation threshold of the target molecule. Another possibility is the attachment of a slow
electron e” to a molecule M to create an anion M. This can occur at sharply defined resonance
energies specific to the molecule M. A third possibility is to excite the molecule M to a
neutral state M* by means on an electron [11].

M+e DM +2¢ (Electron impact ionisation)
M+e >M (Electron attachment)
M+e > M*+e¢ (Neutral excitation)

The created states M", M™ and M* are usually not stable states so they very often dissociate
into ions and radicals, which can then further react with neighbouring molecules to form new
chemical species. In these chemical reactions some products can be formed even at very low
temperatures that would otherwise require a lot of thermal energy and/or special catalysts.
The formation of ethylamine from ethylene and ammonia by hydroamination is one such
example. The reaction is characterized by a high activation barrier caused by the electronic
repulsion between the electron density rich C=C double bound and the lone pair electrons of
ammonia. The reaction also has a highly negative entropy, so it becomes less favourable at
higher temperatures, ruling out heat as a means to facilitate reaction. In classical chemistry
this is overcome by the use of catalysts. Unfortunately there still is no general catalyst for this
kind of reaction. Recently it was shown that the reaction can efficiently be induced by low
energy electron radiation [12]. One of the reaction partners is ionized and the reaction barrier
is so drastically lowered that instant reaction between ethylene and ammonia occurs.

Astrochemical reactions

This hydroamination reaction by means of low energy electrons or an analogous reaction
mechanism could also help in clarifying the formation of the intermediate molecules observed
in interstellar dust clouds. The formation for example of formamide from CO and NHj could
be facilitated by a very similar process. Formamide is a very interesting molecule in
Astrochemistry as well as Astrobiology, since it is the smallest molecule with a peptide bond,
the kind of bond that forms proteins from amino acids.
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Such ionisation-driven reactions leading to the formation of larger molecules appear to be
more generally relevant than previously thought as will be discussed in this contribution.
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In recent years, fragmentation studies of molecules have become an intense field of research,
in particular concerning biomolecular species, with the aim to better understand radiation
damage processes on a molecular level. These studies involve isolated molecules in the gas
phase as well as systems in a more realistic environment, namely in form of clusters
containing the same species or water molecules.

When regarding slow collisions of multiply charged ions with molecules, it is very likely that
multi-electron capture processes lead to the multi-ionisation of the target. The degree of
ionisation or the charge state distribution of the intermediate molecular ion depends on
several parameters, in particular on the projectile charge and its velocity. In addition to charge
transfer also energy will be transferred which may reach large amounts when collisions occur
at small impact parameters. On the one hand, multi electron capture will lead to more weakly
bound molecular systems, which, when their internal energy stays low, may reach the limit of
charge stability and reveal the so-called appearance sizes of multiply charged molecules. On
the other hand, an increased internal energy, larger than the barrier height of the weakest
dissociation channel will lead on a long time scale to the fragmentation of the system.
Depending on the number of degrees of freedom, the time scales may vary from ps to ms, or
even longer. However, under certain conditions the excess energy may be used also to
rearrange the molecules, to create covalent bonds between neighboured molecules in a cluster
or to initiate fusion of molecules.

In the present contribution, we will discuss the fragmentation of isolated polycyclic aromatic
hydrocarbon molecules (PAHs) as well as the changes occurring when the corresponding
clusters are used as a target. Furthermore, we will show that in the case of -alanine clusters
peptide bond formation can be induced by ion impact. Finally, in a third example, we will
demonstrate that van der Waals clusters of Cqy molecules can be fused to larger fullerenes
when the transferred energy is sufficiently high and when the initial clusters size is large
enough to hold the disintegrating system together for times necessary to fuse a part of the
system.
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Following the discovery of intense fluorescence of porous silicon [1] there is recent interest
from the semiconductor industry to implement silicon light emitters in integrated electronic
circuits. This interest stems from the ongoing miniaturisation of integrated circuits which has
reached a size regime where serious performance losses due to signal transmission delay are
expected. These delays are caused by the increasingly longer interconnects in high-density
integrated electronic circuits and it has therefore been suggested to replace electric signal
transmission by optical transduction [2]. A second, similarly important, field for application
of fluorescent silicon nanoparticles are thin film solar cells. These types of cells use only a
limited fraction of the solar light spectrum and to improve their conversion efficiency it has
been suggested to employ fluorescent nanoparticles to down-convert ultraviolet light into a
wavelength to which the solar cell responds to [3].

The present paper is motivated by these needs. Our method to achieve luminescent silicon is
to generate quantum confinement using cluster beams because the degree of confinement can
be controlled by changing the average cluster size. Free silicon clusters are known to exhibit
dangling bonds that quench fluorescence and therefore we passivate the cluster surface in a
second step. In first experiments silicon clusters have been co-deposited with water onto a
cold target. Melting of the ice yielded a suspension that fluoresces in the deep-blue when
excited with UV light. The silicon nanoparticles produced in this way show a number of
remarkable properties, for instance, their fluorescence remains stable in intensity for more
than a year [4]. In this paper, we report on the spectroscopic characterisation of the
nanoparticles. We observed water Raman emission and we found that the intensity of the
Raman lines were enhanced by the presence of nanoparticles.

Experiment

Here, we give only a brief description of the experiment. Silicon clusters are produced in a
gas-aggregation source in a He/Ar atmosphere using DC sputtering of a doped silicon target.
The silicon clusters fly through a three-stage aerodynamic lens system and a differential
pumping stage into a UHV chamber where they are co-deposited with water vapour onto a
liquid nitrogen cooled target. Typical deposition times are 30 minutes. Thereafter the target is
heated up to room temperature whereupon the ice layer melts and drops into a dish. The
liquid suspension is then bottled and investigated by photo-fluorescence spectroscopy. More
details and a schematic of the experiment are given in ref. [4] and ref. [5].
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Results and Discussion

Figure 1 shows fluorescence spectra of the liquid samples recorded at different excitation
wavelengths. The most prominent band is located at 420 nm. The intensity maximum varies
slightly in wavelength within 20 nm between different samples as well as with age of the
samples. Fresh samples show the band maximum shifted to somewhat shorter wavelengths
and also a rugged structure on the short wavelength side from the maximum. We also
o s s b b bk bt recorded photo luminescence excitation
so000 ] hore = 3075 0 (PLE) spectra for the 420 nm emission

(shown elsewhere [4]). The PLE spectrum
shows that the 420 nm emission is most
efficiently excited at a wavelength of 307.5
nm. When excited with shorter wavelengths
additional bands emerge between 320 and
380 nm. We note, that further to these bands,
sharp lines are observed at 480 and 540 nm in
two of the spectra in figure 1. These lines are
the second order of the Rayleigh line of the
excitation light that becomes scattered by the
nanoparticles and the silica cell. Other sharp
features are observed at 345, 300 and 260 nm,
respectively. At longer wavelengths the
.| second order of these lines are also visible.
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water and will be discussed later.
We assigned the fluorescence at 420 nm to
Fig. I: Fluorescence and UV/VIS (dots) spectra  the T -> S, defect fluorescence of twofold
coordinated silicon in (O-Si-O) in a SiO,
layer at the surface. This assignment is based on the similarity with the peak wavelengths of
the well-known defect luminescence of bulk SiO, reported in the literature and also on the
fact that the rugged features of the fresh samples change into a smooth band with time, which
is indicative for a defect-healing process. No fluorescence is observed below 275 nm. This
cut-off at short wavelengths coincides well with the onset of UV/VIS absorption which is
shown in figure 1 as filled circles (note that the intensity scale does not apply to this
spectrum). This behaviour would be expected for particles with a band gap energy
corresponding to 275 nm. Bulk SiO, has a much larger band gap energy than 4.5 eV and thus
we interpret our observation as showing the presence of a silicon core. Quantum confinement
is well known to increase the effective band gap energy and according to theoretical work the
diameter of the core should be approximately 1.5 nm [6,7].

luminescence wavelength [nm]
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In the following we will discuss the sharp lines
on the short wavelength side of the prominent
fluorescent band. In contrast to the 420 nm
fluorescence these lines shift with the
excitation energy and have been assigned to
Raman Stokes emission of water. The
energetic difference between the wavelength of
excitation at 307.5 nm and the Stokes line at
345 nm is 3535 cm™ and this value is close to
the v, symmetric stretch vibration of water in
the gas phase (3657 cm™, [8]) and in the liquid
phase (3280 cm™, [9]). The difference between
liquid and gas-phase frequencies results from
the additional coupling of the O-H stretch vibration to hydrogen bonds in the liquid and the
fact that the frequency of the Stokes line of the nanoparticle suspension lies between those
two values can be explained by a reduced water-coordination of those water molecules that
are adsorbed at the surface of the nanoparticles.

A remarkable observation is that the intensity of the Raman line is correlated with the
concentration of the silicon nanoparticles. Figure 2 shows the emission spectrum for 307.5
nm excitation (solid squares) together with the spectrum of the same sample, but diluted with

Intensity (cps

L B e e e e L
400 450

T T
350

Wavelength (nm).

Fig. 2: spectrum of diluted sample

water by a factor of 10 (open circles). It can be seen that with increasing nanoparticle
concentration the Raman intensity rises. Enhancement of Raman emission is a well-known
effect for molecules adsorbed onto rough metal surfaces. Recently, SERS from non-metallic
surfaces was reported [10] and explained by charge transfer from filled adsorbate levels to

empty InAs/GaAs quantum dot levels. Here,
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Fig. 3: Raman spectra

we observe an enhancement effect due to the
presence of nanostructured semiconductors as
well, however, the effect is caused by the
oscillators involved in the fluorescence
process. In a previous publication we pointed
out that the fluorescence evolves in different
steps, notably by excitation of excitons located
at the Si/Si0O, interface followed by an energy
transfer to the defected fluorescent SiO, sites
[4].

Figure 3 shows a series of Raman spectra
recorded for the same sample but with different
excitation energies. The line intensity increases
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with decreasing excitation energy, passes through a maximum with a dip for excitation
energy of 307.5 nm, and decreases at longer excitation wavelengths. To better visualise the
intensities the envelope of these curves has been marked by a dotted line. This envelope
shows that the Raman intensity becomes enhanced when the excitation energy approaches
values where the fluorescence is maximum.

The dip around the maximum fluorescence excitation is probably a consequence of the
coupling between the two relaxation channels. Within the electronically excited nanoparticles
the two relaxation channels compete and ultimately the fluorescence is more efficient. The
fact that the envelope of the Stokes line intensities in figure 3 follows the PLE spectrum [4]
shows that the origin of the enhanced Raman emission is very likely linked to the field of the
oscillators that are involved in the fluorescence process, presumably the state that is excited
by the absorption of 307.5 nm photons in the first step. This effect may have more general
implications for the assessment of radiative and non-radiative relaxation processes.

Acknowledgements: KvH acknowledges funding by the Royal Society through a Research
Grant. We also gratefully acknowledge discussions with A. Pucci and A. Otto at the early
phase of this project.
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While the use of ionizing radiation is well established, notably in therapies and analytical
techniques, each new development opens a field of investigation around the possible dangers
to our health and the environment. Concurrently, besides applications and risk evaluations,
the effect of ionizing radiation in biomolecular nanosystems (biomolecule solvated by water
molecules) is emerging as a major area of research, both on a fundamental level and as a
source for experimental and technical innovations.

The present experimental challenge is to observe interactions between molecules (and water
clusters) after proton impact induced ionization. For that reason a new experimental set-up is
being developed at the Institut de Physique Nucléaire de Lyon.

The presentation will focus on the production of protonated molecular (mixed) clusters (e.g.
H'(H,0),, PyrH(H,0),) and the characterisation of mass selected cluster ions by collision
induced dissociation experiments. First results with a newly developed detection system will
be presented.

This work is supported by the French national agency of research (ANR-06-BLAN-0319-02)-
MIRRAMO project.
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Introduction

The recent space missions bring a large amount of new and precise data concerning the
chemistry in planetary atmospheres. It is particularly the case for the Cassini-Huygens space
mission, which reached Saturn at the end of 2004 and reveals the very complex chemistry
occurring on Titan, its biggest satellite. An interdisciplinary approach involving planetary
scientists and chemists has become essential for the understanding of the processes leading to
the molecular synthesis in the atmospheres, still unknown for a large extent.

Titan is a laboratory for pre-biotic chemistry that can be compared with the chemistry at the
early Earth, as well as at the Jovian satellites that, hypothetically, could sustain life (Europa,
Ganymede). Orbiting the Saturn system since 2004, the Cassini-Huygens mission will
perform measurements for at least 2 more years. On one end, through its descent in January
2005, The Huygens Probe unveiled the deep and dense atmosphere of the satellite as well as
surface features. On the other hand, the Cassini orbiter keeps visiting the satellite, performing
specific measurements at each flyby. An important instrument on-board Cassini is the INMS
mass spectrometer, which measures the composition and density in the upper part of the
atmosphere, where solar and magnetospheric inputs ionise species, i.e. the ionosphere. The
ionosphere is sufficiently diffuse for an orbiter to perform in-situ repetitive measurements of
its composition. By modelling this region, and confront with measurements, it is possible to
evaluate the neutral atmosphere, the ionising processes, and their variation with time and the
conditions of the flyby (day, night, latitude). Moreover, hydrocarbon and nitrile ions are
particularly reactive, and in the case of Titan, the ionosphere is a region of intense chemistry,
leading to an increase of molecular size. Therefore Titan ionosphere was recently proposed to
be the location of the primordial molecular building [1], which ends in the production of the
complex aerosols observed at lower altitudes [2]. For all this, it is therefore very important to
describe in great details the ionosphere of Titan.

Our objective is to improve the modelling of the ionospheric chemistry of Titan by
application for the first time of a strategy involving a new experimental method, based on
very high resolution mass spectrometry, in order to obtain high quality data for determination
of reaction rate constants and description of the ionospheric chemistry. The close coupling
between the fields and methods provides with very mmnovative results, which help not only in
the interpretation of the data from the Cassini-Huygens mission, but also provide with
predictive information concerning the future models and missions that will be designed.
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Beyond this, our aim is to obtain a very large quantity of well-defined laboratory data, in
order to extract general rules on the way that the chemistry of Titan builds up. This will help
developing new models with a so-called simplified Titan Chemistry, which is mandatory in
order to reach the goal of global modelling of the planet.

Modelling and Space results

The Voyagers observations, as well as the design of the Cassini mission, triggered a
modelling effort, aimed at predicting the chemistry that is taking place in the atmosphere, in
order to design the on-board instruments [3,4,5]. Models of planetary atmospheres are built
by considering an equilibrium resulting from production and destruction reactions, of an
initial mixture of species. The models can be restricted to specific regions of the atmosphere
and specific dimensionality (from O to 3 dimensions) with increasing complexity when
describing either microphysical state or the whole atmosphere of the planet. Depending on the
objectives, the number of reactions has to be adjusted for calculation feasibility. What is
particular with Titan, is the necessity to handle very complex chemistry networks, and a very
large number of reactions and species.

The Cassini INMS mass spectrometer is a quadrupolar mass filter [6]. It measures mass
spectra between 1-100 amu with a resolving power of 1 mass unit in the whole range. The
INMS instrument has performed 6 series of measurements during flybys of the ionosphere.
The recorded spectra confirm the general trend predicted by models: of an operative and
complex chemistry, resulting in the major ion HCNH", and seven “families” of ion species,
separated by 12 amu. The mass spectra reveal a fast increase of ions’ size when getting
deeper in the atmosphere, resulting in detectable ionic species containing more than 7 heavy
atoms at the lowest probed altitude of 1025km, very close to ionospheric peak density. The
ions constituting the INMS spectrum can be described in terms of CXHyN;, but with the mass
resolution of the instrument, there is an inherent ambiguity as both N or CH, correspond to
mass 14.

A new laboratory approach

Clear discrepancies are already pointed out between models and observations [7,8,9].
Important species such as ammonia ions are detected but are missed by two orders of
magnitude in models. These results call for ongoing laboratory collection of reaction rates.
But when dealing with Titan ionosphere, a new instrument is necessary.

To this end, we use methods of characterization of ions routinely used in modern mass
spectrometry and apply them to the Titan case. We built a set-up based on a commercial,
high-resolution mass spectrometer, which will was modified in order to add the possibility to
measure ion molecule reaction rate constants relevant for the microphysical conditions of
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Titan ionosphere. The instrument is also used for the analysis of laboratory analogues of Titan
aerosols.

photon encrgy
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threshold at 12.6 eV, up to beyond the molecular nitrogen dissociative ionization threshold at
24.3 eV. Three gas mixtures of increasing complexity were used: N,/CHy (0.96/0.04),
N,/CH4/C;H, (0.96/0.04/0.001) and N,/CH4/C,H,/C,Hs (0.96/0.04/0.001/0.001). The
resulting ionic chemistry was recorded with a high-resolution (1T) FT-ICR mass spectrometer
as a function of time and VUV photon energy. In order to interpret the experimental results, a
Titan ionospheric model was adapted to the laboratory conditions. This model had previously
allowed the identification of the ions detected in the Titan upper atmosphere by the Ion
Neutral Mass Spectrometer (INMS) onboard the Cassini spacecraft. Comparison between
observed and modeled ion densities validates the kinetic model (reactions, rate constants,
product branching ratios) for the primary steps of molecular growth. It also reveals
differences that we attribute to an intense surface chemistry. This result implies that
heterogeneous chemistry on aerosols might efficiently produce HCN and NHj in the Titan
upper atmosphere [10]

Analogue material analysis

The red to dark matter observed on many bodies of the outer solar system including asteroids,
comets, planets and moons is explained by the presence of heterogeneous nitrogen-bearing
organic solids on the surface or in the atmosphere of these objects. A number of analogs have
been prepared in the laboratory and their optical (spectral) properties satisfactory match the
observations [11] However, these complex organic compounds have proven difficult to
analyze fully from a chemical point of view. Recently, Somogyi et al. demonstrated that high
resolution mass spectrometry is a suitable method to determine the chemical composition of
the soluble fraction of the samples [12]

We built on these previous studies in order to analyze two kinds of nitrogen-bearing organic
solids: (i) tholins, obtained by exposing a mixture of nitrogen-methane to a cold plasma
discharge[ 13], (i) polyHCN, resulting from the polymerization of liquid HCN catalyzed by
ammonia. Tholins are considered as good analogs of the aerosols that give rise to the orange
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haze in the atmosphere of Titan,
Saturn's largest moon [14]. PolyHCN
has also been suggested as a | w-
component of Titan's haze and is
thought to be present in cometary ices
[15]. Both are at the origin of complex
molecules of potential prebiotic
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LTQ-Orbitrap mass spectrometer by " X
ElectroSpray  Ionization (ESI), -
producing protonated (positive mode) or deprotonated (negative mode) ions. Thanks to the
high resolution in mass of the instrument, the atomic content of each ion present in the mass
spectrum was retrieved. In addition, fragmentation analysis (MS/MS methods) provided
complementary information on the chemical functionalities present in the molecules. We
show that although both samples are composed of molecules of general formula C;HyN,,
tholins are a complex mixture of extremely diverse molecules while polyHCN exhibits a
much more simple composition.

T
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We study chemical reactions at the gas/solid interface through quantum state resolved
gas/surface reactivity measurements. Our method uses a molecular beam to direct reagent
molecules with well-defined incidence energy towards a single crystal target surface in an
ultrahigh vacuum surface science apparatus. Before the reagent species collide with the
target surface, they are prepared via rapid adiabatic passage in a specific ro-vibrationally
excited eigenstate by a single-mode tunable infrared laser. Auger electron spectroscopy is
used to quantify the surface bound products of the dissociative chemisorption yielding
quantum state-resolved reaction probabilities under highly specified reaction conditions.

This presentation will discuss recent progress in our state resolved reactivity measurements
for methane on platinum and nickel surfaces, where we study steric effects in the dissociative
chemisorption of methane.

Using one-photon excitation by linearly polarized laser light, we align the angular momentum
and the C-H stretch transition dipole moment of methane in a molecular beam incident on a
Ni(100) surface and observe how the state-resolved reactivity of methane depends on the
laser polarization direction relative to the plane of the target surface. Depending on the ro-
vibrational transition chosen, we observe an increase in methane sticking coefficient of as
much as 50%, when the polarization direction is changed from normal to parallel to the
surface. The results provide the first detailed information about the dynamical
stereochemistry of this benchmark gas/surface reaction.
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Abstract

Realistic studies of multidimensional molecular quantum dynamics rely on accurate potential
energy hypersurfaces (PES). In the first part of this paper, a brief account will be given on
strategies to derive analytical potential energy surfaces in multidimensional spaces that satisfy
three essential criteria: flexibility, robustness and accuracy. Recent examples will be shown
for compact, global PES of XY, type of molecules and for the adsorption system AB/M,
where AB is a diatomic molecule and M represents a (metallic) substrate. In the second part,
the quantum dynamics underlying the prototype reaction NH;(R) to NH;(L) will be elucidated
in full dimensional vibrational space.

Introduction

Molecular quantum dynamics are related with the motion of the heavy molecular components
(nuclei, atoms or atomic groups). When electronic motion is concentrated in well defined,
adiabatically well separated electronic states, the concept of a potential energy surface (PES)
for the motion of the nuclei is a good working hypothesis. Potential energy surfaces may be
obtained directly from ab initio calculations of the electronic structure in the adiabatic
approximation as a collection of discrete points in the multidimensional configuration space.
They may also be obtained, on one hand, from ab initio data by the intermediate of analytical
representations. On the other hand, potential energy surfaces may be obtained from
experiment via intermediate analytical (model) potentials, an idea used already by Bjerrum
[1]. Analytical PES representations allow to concentrate the huge amount of information
needed to characterize a complex structured potential energy hypersurface in a few set of
mathematical expressions. Particularly important are functional forms that allow furthermore
to obtain, with a very limited set of adjustable parameters, a global PES representation,
specially in those regions of configuration space that become important for reaction
dynamics. Adequate model potential have to fulfill a number of criteria: accuracy, flexibility
and robustness; for the purpose of using them in reaction dynamics, analytical PES
representations should also fulfill the globality criterion.

A useful concept to access time dependent molecular quantum dynamics is based on the
generation of non-stationary molecular structures with coherent irradiation. Conceptually
important is the model stereomutation reaction
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NHXY(R) + 7v =NHXY(L) (1)

at pyramidal nitrogen centers, which may be considered to be a prototype photoinduced
stercomutation reaction with a low barrier (E, = 2000 Accm” for ammonia and its
isotopologues). Excitation in the infrared region, i.e. between 2500 to 3500 cm’, allows to
deposit sufficient energy into the molecule after absorption of a single photon to overcome
this barrier. This reaction has been investigated in a previous paper [2], where intense field
infrared multiphoton excitation of the NH stretching vibration in NHD, has been used to
generate semi-classical vibrational wave packet motion and to analyze the subsequent flow of
vibrational energy into the reaction coordinate. While the investigation in [2] was performed
in a four dimensional space, we discuss here full six-dimensional results obtained from the
MCTDH program package [3].

Methods

The method used for the determination of highly accurate PES representation of the electronic
ground states of ammonia follows a merging strategy that includes 10000 geometries at the
CCSD(T) level and 500 geometries at the MR-CI level [5]. The PES representation of the
CO/Cu(100) system is based on a slab type DFT calculation of the electronic structure [5,6].
The dipole moment hypersurface used for the excitation quantum dynamics of is from [7].
The general method used to calculate the quantum dynamics is described in [3]. For the
particular implementation of the calculations leading to the six-dimensional excitation
quantum dynamics of NHD7 using the MCTDH program package [8], the reader is referred
to [9].
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Fig. 1: Lateral diffusion barriers of
CO/Cu(100).

The lateral diffusion potential leads to a very dense vibrational energy spectrum; the
fundamental of the frustrated translational mode is roughly 30 cm’, overtones are clustered
following a pattern similar to that of the Mathieu potential.
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For the excitation dynamics in NHD; we considered a fast deposition of vibrational energy in
the NH stretching mode (Figure 2, left hand side). Within less than 500 fs, the deposited
energy exceeds 3000 iccm™. The wave packet performs semi-classical vibrational motion
along the excitation mode. Although this energy is yet insufficient for a classical over-the-
barrier motion, if other modes are not relaxed accordingly, such a motion should be possible,
in principle, after relaxation of the HNH angles (Figure 3, right hand side). We show that,
despite the energetically favorable situation, the quantum dynamics is governed by a non-
classical (five-dimensional) tunneling motion.

Fig. 2: 2D sections, PES NH;, along the inversion mode (abscissa), the NH stretching mode
(ordinate, left hand side). the HNH bending mode (ordinate, right hand side).
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Conclusions

Analytical representation of PES are powerful tools for the calculation of multi-dimensional
quantum dynamics. Accurate, robust and flexible representations are needed, though, in order
to obtain realistic simulations. Reliable predictions are based on the quality with which the
PES reproduces available data from thermochemical, spectroscopic and scattering
experiments.

While the quantum dynamics of adsorbed species seems to be promising because of the rich
and dense structure of vibrationally stationary states, the dynamics underlying the prototype
infrared photoinduced stereomutation reaction at the pyramidal nitrogen atom in the ammonia
isotopologue NHD? is highly non-classical. The reliability of the predictions receives further
support from the excellent comparison between different program packages for the
calculation of the multi-dimensional quantum dynamics.
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A comprehensive modelling of the hydrocarbon transport in tokamak divertors requires a
complete set of cross-sections for all collision processes affecting the hydrocarbon
fragmentation and chemistry. Among these molecular ions, the deuterated methane family
(CD;, n= 1-4) evidently plays a particular role. To get some more insight into the
complexity of multispecies hydrocarbon plasmas, experimental electron-impact collisions
with the deuterated methane family members CD; have been systematically investigated in
our laboratory by means of a crossed electron-ion beam set-up. Each possible singly-charged
ionic fragment has been detected separately and cross-sections for its production have been
determined from their respective thresholds up to 2.5 keV. The absolute cross-sections and
kinetic-energy-release distributions have recently been published [1-4] for the CD. (n= 1-4)
series.

Usually, for these experiments the deuterated target is chosen rather than the hydrogenated
one, since the light D" fragment energy spread is lower in that case and consequently its
collection is much easier than that of the H' fragments. Within the Born-Oppenheimer
approximation and disregarding vibrational excitation, the energies as well as the lifetimes of
the electronic states of the deuterated target are identical to those of the hydrogenated one.
The present paper reports on the available results regarding the production of the singly-
charged ionic fragments from the (CD;, n= 1-4) molecular ion:

+ ) + % +
CD, +¢ > CD, - F + . O np (1)
with p= 1-6 for fragments Fp+ =D", D,/H,, C", CD", CD,, CD;, CDE*, respectively.
These singly-charged ions are produced both by dissociative excitation (DE) and by

dissociative ionization (DI) processes, so that, in the experiment, the ion production
measurements correspond to the sum of the DE and the DI signals:

_ __DE DI
Oup =0up O, (2)

DE DI o C o .
where 9,, and 9,, stand for the excitation and ionization contributions, respectively.
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A specific procedure has been developed to separate the DE and DI contributions to the total
cross section for each particular fragment [1] so that absolute cross sections are reported
separately for DE and for DI from the threshold up to 2.5 keV. Dissociative excitation can
occur via direct (DDE) and via indirect (IDE) channels. Indirect dissociative excitation
channels can be predissociative DE (PDE) or resonant DE (RDE) ones.
Doubly-charged molecular ions CD>" result from single ionization (SI) of the molecular
target. They have been observed only for n = 2 and n = 4, the corresponding reactions are
labelled as o)'and . Otherwise, CD>" ions are formed in excited states, which
preferentially dissociate to the singly-charged ion pair above the ionization threshold. A
specific method for analysis of fragment velocity distributions is used to determine the kinetic
energy released to dissociation products so that kinetic-energy-release distributions (KERDs)
are determined for each ionic fragment, at selected electron energies.
The potential energy curves or surfaces relevant for the present discussion are well known for
CH" and for CH; only, while for CH, and for CH;, detailed information is not available.
The reader may refer to the above-mentioned papers and reference therein for the description
of ion structures. It is worth mentioning that metastable excited bound state may be formed in
the ion source. Some of these states (electronically or vibrationally excited) have lifetimes
which allow them to survive until ions reach the collision region, so that they may affect the
experiment, in particular in the threshold energy region. This is the case for CD"and for CH} .
Janev and Reiter (JR) [S] have developed a semi-empirical model to evaluate cross-sections
for electron-impact ionization and dissociation of hydrocarbon anions. Cross-sections for one
electron ejection from all the orbitals of molecular ions are calculated both by the Deutsch-
Mirk (DM) [1, 6] theoretical model. Results are found in overall good agreement with the
experimental ones.
The present work provides a database which includes cross-sections, thresholds and kinetic
energies presented in a convenient form for their application in plasma physics.
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Abstract

A military IMS (GID-M) (Smiths Detection Ltd - the world’s leading manufacturers and
suppliers of IMS systems) has been adapted and attached to an ITMS. The IMS system is
found to have a good resolution (approx. ¢/A¢ 50), but the signal-to-noise is compromised by
the vibrations from the ITMS. With the ITMS we have the capability of trapping ions and
then fragment them to perform MS/MS investigations. To illustrate the applications of this
instrument a series of studies involving G-type nerve agent simulants are presented.

1. Introduction

Fears of terrorism and the requirement to detect dangerous chemicals in low concentrations
are leading to an ever-increasing need, within homeland security, for reliable, real-time and
sensitive detection of a wide range of substances that are a threat to the safety of our society.
The chemicals that need to be detected range from explosives, through to narcotics and
chemical and biological agents

Commonly used trace gas detection systems for this type of security are often based on Ion
Mobility Spectrometry (IMS). IMS is the base technology used in a wide range of chemical
warfare agent (CWA), drug and explosive detectors, and environmental monitors [1,2].

IMS systems can be extremely sensitive, but they are not very selective and can produce false
positives and negatives. This is due mainly to two factors. Firstly, the gas-phase ion chemistry
is complex and needs to be better understood. Secondly, the resolution is often not sufficient
to distinguish between ionic species of similar mobilities.

The chemistry occurring in atmospheric pressure IMS systems has previously been studied
directly by using various mass spectrometers’ including Time-of-Flight (TOF) [4,5] and
quadrupole [6-13]. However, whilst the information obtained from such instruments can be
detailed and of considerable value, quadrupole and TOF mass spectrometry are limited
particularly by the fact that no tandem mass spectrometry is possible. In these machines only

Dedicated to the late Dr R.B. Turner OBE Smiths Detection Ltd without whom this project would not have been
possible.
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the m/z value of the ions can be determined and no information concerning the structure can
be obtained. These difficulties can be overcome by the use of an Ion Trap Mass Spectrometer
(ITMS). An ITMS offers one more dimension of analysis than most mass spectrometers. Not
only does it provide the conventional mass spectra, but ions can be trapped and then isolated
and fragmented in order to obtain information about their structure.

2. Experimental

A schematic representation of the instrument is provided in figure 1. In the GID-M-IMS, ions
are generated at atmospheric pressure by a **Ni source. Ions of a particular polarity migrate
under the influence of an electric field, E, towards an electronic gate. A pulse of ions is
introduced into the drift tube via the first gate. This swarm of ions has a mean drift velocity
given by v,=KE, where K is the ion mobility coefficient, which is characteristic of a particular
ion, and is dependant on the mass and shape of the ion, the drift gas, and the temperature and
pressure in the drift tube [5]. The ions are detected via a Faraday plate which is at a distance
of approximately 8 cm from the first gate. The first gate can also be operated in DC mode,
which maximises the transmission of ions through the IMS, and therefore increases the signal
intensity in the ITMS. In order select specific ion mobility peaks for mass analysis, a second
gate has been installed near to the Faraday plate. Similar to the first gate, the second gate
could either be operated in pulse or DC mode. To select a mobility peak of interest for mass
analysis, the second gate pulse is delayed from the first gate pulse by the required amount so
that it opens when the mobility peak to be selected has reached it.
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Fig. 1. A schematic cross section of the IMS-ITMS system (ITMS adapted from a LCQ Classic
Manual)
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3. Preliminary Results

A mobility spectrum is shown in
figure 2, where the Reactant lon
Peak (RIP) and two further
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A mass spectrum of DMMP taken in DC mode
is shown in figure 3 a). The second gate was
used to individually select the monomer and
dimer mobility peaks as shown in figure 3 b)
and c). The data were taken with a first gate
width of 500 ps and the second gate width of
approximately twice that. It is evident that both
the protonated monomer and dimer are present
at 125 m/z and 249 m/z, respectively, as are the
ammoniated monomer and dimer at 142 m/z
and 266 m/z as can be seen in the mass
spectrum obtained with the IMS in DC mode.
Only the monomers are present upon selection
of the first mobility peak. Upon selection of
the second mobility peak both the monomers
and dimers are present. This is due to two
factors. Firstly there are a series of voltage
gradients in the lens system of the ITMS that,
in the higher pressure region, could fragment
the bound dimers via collision induced
dissociation. Secondly in the low pressure
region of the ITMS, there is no DMMP in the
ITMS to reform the dimer once dissociated (it
is irreversible), so the monomer can also be
seen on the mass spectra.
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Irradiation of solid targets with swift or fast heavy ions can lead to severe structural
modifications at the surface and in the bulk (see e.g. [1-4] and refs. therein). These
modifications include the formation of latent tracks in the solid, the creation of hillock- (or
crater-) type nanostructures on the surface, and the occurrence of phase transitions, e.g. from
crystalline to amorphous or from superconducting to insulating. The formation of tracks or
hillocks is usually linked to a critical energy loss (dE/dx) of the projectiles and occurs
particularly in insulators (e.g., polymers, oxides, ionic crystals). While there is no question
that the intense electronic excitation of a confined volume around the ion trajectory due to the
electronic stopping of the swift ions is the major cause for these modifications [5], the exact
mechanism how this energy is transferred to the lattice is still under discussion and probably
strongly depends on the type of material [6-12].

Highly charged ions (HCI) carry a large amount of potential energy [13]. For slow HCI this
potential energy (equal to the total ionisation energy which had to be spent for producing the
HCI from its neutral atomic ground state) can become comparable to or even considerably
exceed the ions kinetic energy, resulting in additional electron emission or sputtering
(potential electron emission [14-16], potential sputtering [13, 17-20]), phenomena which are
usually dominated by kinetic effects (kinetic electron emission [21-23], kinetic sputtering [5,
24]). In the case of Xe***, for example, this potential energy amounts to about 51 keV. Upon
interaction with solid surfaces the HCI deposit their potential energy within a very short time
(a few femto-seconds) within a nanometer size volume close to the surface [13, 16, 25, 26]. It
is therefore not astonishing that similar to the case of swift heavy ions surface modifications
with nanometer dimensions have also been demonstrated for the impact of slow highly
charged ions on various surfaces [27,28].

Figure 1 shows, as an example, irradiation induced defects on CaF, [27-29]. The image is a
topographic contact mode AFM image taken in air, showing hillocks, which appear to be
caused by impact of single Xe**" (Ekin 2.2 keV/amu) ions. Recently the mechanism of the
hillock formation on CaF, could be related to a local solid-liquid phase transition (melting) of
the crystal around the impact site of a single highly charged ion [29-31]. The dependence of
the hillock diameter on the projectiles’ potential energy, as shown in the figure (right), reveals
two sharp thresholds occurring at around 14 keV and 50 keV. The first is related to local
melting, similar as in the case of swift heavy ions, where such a scenario has been observed
before [7]. The latter threshold could be related to another phase transition (sublimation) [28].
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As another example of investigated materials, figure 2 shows an image of defects on highly
oriented pyrolytic graphite (HOPG) caused by irradiation with Xe*" ions. On this material,
one can observe defects in STM even for singly charged, ultra-slow (150 eV) singly charged
Argon ions [32]. A summary of the reported defect sizes in the literature is given in fig. 2 [32-
38]. Similar to the case of CaF,, the slope of the defect-diameter’s energy dependence
changes significantly at some keV. This indicates a possible difference of the underlying
mechanism. With an ambient AFM used in contact mode, we observed structures correlated
with ion irradiation in the lateral force images, but not in the topography. This means, the
impact site is an area of enhanced friction, rather than a topographic defect. These observed
structures can be removed by the scanning tip of a contact mode AFM even at low normal
forces applied to the tip. Further investigations are still planned to clarify the nature of the
observed defects.
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Fig. 1: Ambient c-AFM image of ion induced hillocks on a CaF?2 (111) surface (left) [27].
The diameter varies strongly as a function of the projectiles' potential energy (right) [28].
For details see text.

In the semiconductor industry, Polymethyl methacrylate (PMMA) is a common photoresist,
used for patterning Silicon wafer surfaces. It is applied onto a Si surface as thin film of a few
10 nm thickness. The irradiations are usually done using a high fluence of singly charged
Argon ions (~10"” ¢cm™) at moderate kinetic energies in the 10 keV regime, followed by
developing the resist with e.g. isopropanol. First investigations of HCI induced defects on
PMMA have been done in the late 1990s by Gillaspy et al. [39] using Xe**" projectiles,
showing single impact pit-style defects after developing the sample in isopropanol. They
could not find any direct modifications on the undeveloped surface. At that time, no further
systematic studies have been performed. Very recently Papaleo et al. [40] showed how the
charge state of swift ions (3 MeV/amu Au®) influences the size of craters formed on the
PMMA surface and found a strong increase of crater volume with the deposited energy
density along the central track.
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Fig. 2: Lateral force AFM image of Xe** irradiated HOPG (left). The applied fluence is

about 10° ions/um’. In the corresponding topography image, no structures appeared. The

observed hillock diameters (measured by STM) from the literature are summarised in the
right part [32-38].

We are currently performing a systematic investigation of the defects on PMMA produced by
slow Argon and Xenon ions, ranging from singly- up to highly-charged. The irradiations so
far have been performed at the Heidelberg EBIT, the Dresden EBIT, as well as at the ECR
Ion source Aribe in Caen, France, covering a potential energy range from about 5 keV to 92
keV and kinetic energies around 0.25 to 4 keV/amu. The samples from two different suppliers
consist of a 40-60 nm layer PMMA on top of a Si substrate. The films were applied using a
spin coating technique and temperature treated. Typical applied ion fluences range from 20
um™ to 1000 pm™, depending on the ion source.

Fig. 3: Topographic AFM image (contact
mode) of PMMA irradiated with Xe'”".
The pits are roughly 1 nm deep, the
diameter is of the order of 20 nm. The
applied fluence was about 25 ions/um’,
which correlates nicely with the number
of observed pits.

After irradiation the samples were investigated using ambient AFM in contact and non-
contact mode (fig.3). In contrast to the earlier mentioned investigations [39] we find pits even
for non-developed surfaces at least for projectiles with charge-states above 32. For lower
potential energies we found structures after development. So far, our investigations do not
allow a conclusive interpretation but further irradiation experiments are already scheduled.
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The helium isotopes *He and *He are unusual among the elements of the periodic table in that
they do not exhibit a triple point and consequently remain in the liquid state at atmospheric
pressures down to the lowest temperature of T=0. They are also the only liquids exhibiting
superfludity below T, =2.18 K (*He) and T, = 2.4 - 10° K (*He). The many properties related
to superfluidity have puzzled scientists for many years and it is now realized that
superfluidity and superconductivity are closely related phenomena which are in fact rather
ubiquitous and can occur in many different environments [1-3]and can be detected by a
variety of spectroscopic tools.

About ten years ago it was found that finite sized droplets of helium could pick up atoms and
molecules singly and that even specified mixtures of different species can be prepared inside
helium droplets where, in order to remain inside, have to be cooled down to expected
temperatures of 0.2-0.5 K [4-8], where spectra become drastically simplified.

It has therefore become clear from the intense experimental work following the earlier
discovery that such containers provide the ideal study environments for probing the solvation
process and several other chemical processes like reactions, excitations, clustering and
fragmentations, at unusually low temperatures. The above phenomena can thus be analysed at
the nanoscopic level and under special low-temperature conditions which can complement
what we know about traditional solvation processes in classical solvents.

Theoretical analysis of such events can therefore provide a molecular picture for the quantum
behaviour of heliophobic and heliophilic species and can also allows us to follow in detail the
structural and dynamical evolution of the observed chemical events as a function of the
changing sizes of these nanocryostats [9-11]. The effects of this special quantum solvent on
anionic dopants are still to be fully explored experimentally and only now begin to get
analysed theoretically, providing additional fascinating information on the solvation process
at the molecular level.
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Quantum Dynamics Studies of Molecules and Clusters
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Introduction

It is quite well-known that quantum effects, including vibrational quantization (zero-point
vibrational energy), tunneling of light particles, scattering resonance, and electronically
nonadiabatic transitions, are playing a very important role in various chemical dynamics
phenomena. Therefore, from the theoretical side, quantum effects should be properly
described in theoretical calculations in order to interpret various experimental results at a
quantitative level. In this meeting, I present results of our recent theoretical calculations on
the HeBeO molecule embedded in a helium cluster and low-energy electron collisions with
DNA/RNA molecules.

Quantum dynamics calculations of molecules in low-temperature helium clusters

Impurity-doped helium clusters at very low temperatures have attracted widespread attention
from both experimental and theoretical viewpoints due to their unique quantum properties.
Recent experimental studies using the HENDI (helium nanodroplet isolation) technique show
that the large low-temperature helium clusters are able to trap interesting molecules and van
der Waals clusters which cannot easily be produced under usual gas-phase and condensed-
phase conditions.

Recently, we have theoretically studied the experimental possibility that HeBeO can be
formed in such helium clusters [1,2]. HeBeO is a very unique molecule for which a He atom
is bound to BeO through a very strong attractive force ~ 5 kcal/mol. This value is comparable
to the water-water hydrogen-bonding strength. Notice that this binding energy is much larger
than usual van der Waals interaction between He and other atoms or molecules. The large
stability of this HeBeO molecule comes partly from the same symmetric nature of an
occupied ls-orbital of He and an empty c-orbital of BeO and was firstly predicted by
Frenking and his coworkers [3-5] almost 20 years ago. Unfortunately, the HeBeO molecule
has not yet been detected in previous experimental studies.

At first, our research group has developed a global three-dimensional potential energy surface
for HeBeO using highly-accurate ab initio electronic structure calculations at the CASPT2
level with a large flexible basis set. Using the developed potential energy surface, we have
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carried out wave packet quantum dynamics calculations in order to obtain vibrational
quantum states (both bound and predissociative resonance states). Next, we have then
estimated interaction energies between He and HeBeO. Finally, we have carried out quantum
path-integral molecular dynamics simulations using the obtained potential energy interaction
information in order to understand the BeO solvation mechanism in helium clusters. It was
found that the first He atom is bound to BeO to form the stable HeBeO complex and that the
other helium atoms form solvation shell structures around HeBeO. The helium exchange
effect between HeBeO and the outer solvation shells can safely be ignored.

Quantum effects in low-energy electron collisions with DNA/RNA molecules

Since the observation that low-energy electrons can cause significant DNA/RNA damage
including strand breaks, many studies have been carried out for electron collisions with
isolated nucleic acid base molecules in the gas phase. In recent electron-scattering studies
with a high collision energy resolution, several narrow resonance peaks have been observed
in dissociative electron attachment cross sections of the (M-H) + H production channel at
low collision energies below 2 eV for uracil (U). Motivated by this experimental finding, we
have recently carried out quantum wave packet dynamics calculations for this dissociation
process [6,7].

We have developed reduced-dimensionality potential energy surface for the U + ¢ collision
system, where two degrees of freedom including the uracil out-of-plane vibrational mode and
N;-H dissociation coordinate were taken into account. The BHLYP hybrid density-functional
exchange-correlation method with a large basis set including highly diffuse orbitals was used
to develop the potential surface since we found that this functional can reasonably describe
both the dipole-bound and valence-bound anion states of uracil at a fairly good level. We
have then performed two-dimensional wave packet calculations in order to obtain resonance
states. Although our two-dimensional model is too simple for quantitative assignments of the
experimental results, we were able to obtain a qualitative picture of the resonance
phenomenon observed in the previous experiments.
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Abstract

Collisions of electrons with matter causing ionization are among the most fundamental
processes in collision physics. The knowledge of cross sections for electron-impact ionization
is of basic importance to our understanding of collision physics and critical to many
applications such as processing plasmas, fusion edge plasmas, gas discharges, planetary,
stellar, and cometary atmospheres, radiation chemistry, mass spectrometry, and chemical
analysis. While much progress has been made in the experimental determination of cross
sections for atomic and molecular targets, rigorous quantum mechanical calculations of
ionization cross sections are scarce and exist only for some simple atoms in their electronic
ground state. The need to incorporate ionization cross sections in modeling codes in many
applications has stimulated a renewed interest in the use of less rigorous approaches to the
calculation of ionization cross section ranging from simplistic additivity rules to semi-
rigorous methods that incorporate aspects of established collision theories and some quantum
mechanically calculated target properties. Here we present calculations of absolute electron
ionization cross sections using the Deutsch-Mérk (DM) formalism for a variety of targets
ranging from ground-state and excited-state atoms to atoms to molecules, free radicals and
clusters, and to positive and negative ions. Comparisons will be made with available
experimental data and, where possible, with results from other cross section calculations.

Introduction

The production (and interaction) of charged particles, in particular collisions of electrons with
matter causing ionization, i.e. producing ions and secondary (ejected) electrons is among the
most fundamental processes in collision physics. Cross sections for electron-impact ionization
have been measured and calculated since the early days of collision physics (see e.g., [1,2]),
because of their basic importance to our understanding of collision physics as well as their
relevance in many applications. Electron-impact ionization cross sections of molecules are
important quantities in a variety of applications and technologies as diverse as low-
temperature processing plasmas, fusion edge plasmas, gas discharges, planetary, stellar, and
cometary atmospheres, radiation chemistry, mass spectrometry, and chemical analysis [2].
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Much progress has been made in the experimental determination of cross sections for atomic
and molecular targets in the past two decades. Rigorous quantum mechanical calculations of
ionization cross sections have only appeared in the literature recently and only for some
simple atoms in their electronic ground state (see e.g. [3]). The rigorous theoretical treatment
of ionization cross sections for complex atoms, atoms in excited states, molecular targets,
ions, and clusters is beyond the capability of current quantum-mechanical electron collision
theory. The need to incorporate ionization cross sections for these targets in modeling codes
for various applications (e.g. in fusion edge plasmas, in plasma processing, in the modeling of
atmospheric processes, and more recently, in the connection of modeling biological and
biomedical processes) has stimulated a renewed interest in the use of less rigorous
approaches to the calculation of ionization cross sections.

The first semi-rigorous ionization cross section calculation approaches appeared in the
literature in the late 1980s by Khare and co-workers [4] and by Deutsch and Mérk [5]. The
late 1990s marked the emergence of the the binary— encounter dipole (BED) and binary-
encounter Bethe (BEB) theories of Kim, Rudd, and co-workers [6]. More recently, Joshipura
and co-workers [7] introduced a method to determine total ionization cross sections of
molecules from the total elastic cross section and the total inelastic cross section. The sum of
these two cross sections yields the total cross section and the total inelastic cross section is
used to calculate the total ionization cross section.

Here we present calculations of absolute electron-impact ionization cross sections using the
DM formalism for a variety of targets ranging from ground-state atoms to atoms in excited
states to molecules, free radicals and clusters, and to positive and negative ions. The main
emphasis is on demonstrating the versatility of the DM formalism as its range of applicability
has been extended over the years, both in terms of range of impact energies covered and
range of target species studied. Extensive comparisons will be made with available
experimental data and, to the extent possible, with results from other calculations in order to
demonstrate accuracy, reliability, and predictive potential of the DM formalism.

The DM Formalism

The DM formalism was originally developed in 1987 as a semi-empirical approach for the
calculation of electron-impact ionization cross sections for atoms in the energy region from
threshold to about 100 eV [5]. Subsequently, the DM formalism was modified and extended,
both in terms of range of targets to which it was applied and range of impact energies
covered. The formalism was quickly extended to targets such as molecules, clusters, and ions
and the energy range was expanded to thousands of electronvolts with the proper, quantum
mechanically correct high-energy behavior.

In its most recent version [8], the DM formula expresses the single ionization cross section of
an atom as a function of the reduced energy u, o(u), as:

o(u) = Xgyn T/ Eul bnl(q)(u) [In(cy u)/u] (1
n,l
where r,; is the radius of maximum radial density of the atomic sub-shell characterized by
quantum numbers n and / (column 1 in the tables of Desclaux [9]), &y is the number of
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electrons in that sub-shell, and the reduced energy u is given by u = E/E,. Here E refers to
the incident energy of the electrons and E,; is the ionization energy in the (n,/) subshell. The
sum in (1) extends over all atomic sub-shells labelled by n and /. The factors g, are weighting
factors which were originally determined from a fitting procedure. The energy-dependent
function b, Y(u) in equation (1) has the explicit form

Al —A,
bV = ——
1+ (U./ A3)p

and the 4 quantities Aj, A,, Az, and p are constants that had to be determined (in conjunction
with the constant c,;) from reliable measured cross sections for the various values of n and
The superscript “q” refers to the number of electrons in the (n,/) subshell and allows the
possibility to use slightly different functions b, ¥(u) depending on the number of electrons in
a given (n,/) sub-shell. The constant c,; in (1) was found to be close to one except for d-
electrons. All quantities needed for the application of the DM formalism have been

summarized in a recent review [10] to which we refer the reader for further details.

+ A, (2)

Discussion and Outlook

To date, the DM formalism has been successfully used to calculate electron-impact cross
sections for the single and multiple ionization of ground-state atoms as well as excited state
atoms, for selectively removing electrons from designated atomic shells (e.g. K-shell
ionization), for the ionization of a wide range of molecules from diatomics and simple
polyatomics to complex molecules of technological and/or biological importance to free
radicals to clusters of various sizes, to the ionization of positively and negatively charged
atomic as well as molecular ions. The energy range, for which the DM formalism is now
valid, goes from the ionization threshold (below 10 eV) to many thousands of electronvolts.
A summary of the application of the DM formalism to the wide range of targets (atoms,
molecules, ions, and clsutes) can be found in the recent review by Deutsch et al. [10].
In addition,, the DM formalism has proved to be an invaluable tool in predicting electron-
impact ionization cross sections for a variety of targets, for which no experimental data have
been reported in the literature, primarily neutral targets. Based on the level of agreement
between DM calculations and existing experimental data, the level of confidence into the
predictive capabilities of the DM formula ranges from about 20% for atoms and simple
molecules to about 50% for complex molecules and clusters. In the case of positively and
negatively charged atomic and molecular ions, there are simply not enough critically assessed
experimental data to ascertain the predictive capability of the DM formula in these cases.
Excellent agreement in some cases is contrasted by poor agreement in other cases, most
notably in the case of electron detachment from negatively charged molecular ions.
Going forward, the main challenge to semi-rigorous electron-impact ionization cross section
calculation approaches such as the DM formalism (and others) is at least 4-fold,

(1) to scrutinize the areas where calculations and critically assessed reliable

(2) experimental data disagree in an effort to further expand the range of

applicability of the method and enhance the level of confidence in its predictive
capabilities,
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(3) to serve as a guide to the evaluation of experimental data in cases where
available data for a given target disagree (e.g. by margins that significantly
exceed their combined total margin of error),

(4) to further expand their range of applicability to final-state specific ionization
processes such as dissociative ionization of molecules, and

(5) to stimulate new experiments with targets that have traditionally received little
attention by providing calculated data against which measured data can be
benchmarked.

Rigorous and fully quantum mechanical ionization cross section calculations, while in their
infancy, have the potential to become formidable theoretical tools in the future. This will
require the confluence of ever more powerful and versatile computational resources with new
ideas that address the inherent challenges of the quantum mechanical treatment of the
ionization process and, in case of targets other than atoms, also the more complicated
structure of the target. However, there will always be a need for semi-rigorous calculation
schemes such as the DM formalism (or the BEB method and others) when it comes to
providing cross sections for a large number of diverse target species for practitioners and
modelers quickly, accurately, and reliably.
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The electron impact excitation of the second positive system of N, (2nd PS N;) have been
studied in a new crossed electron/molecular beams apparatus. The excited statets C “IT,(v)
(v=0..3) were excited using high resolution electron beam. The electron induced optical
spectra in UV/VIS range (290 — 440 nm), the excitation thresholds of particular vibrational
states C °I1,(v'), the emission cross sections of the 2nd PS and the excitation cross sections of
the C°II,(V') states were measured with high resolution and sensitivity.

Introduction

Electron excitation of the nitrogen molecule plays an important role in atmospheric
phenomena and laser physics. The second positive system C “II,(v') — B3Hg(v”) belongs to
the most intensive bands in the emission spectrum of the nitrogen. Thus the electron impact
excitation of the C °II,(v') draws much attention due its importance for atnospheric processes
and the electric discharges in nitrogen. The electron-impact cross sections for the various
vibrational bands of the second positive systems have been already measured by researchers
in several laboratories [1-4] still exist considerable discrepancies in the published data.
Therefore an accurate knowledge of the excitation cross sections of the C °II,(v') state is of
primaly interest for the understanding of several important phenomena in nitrogen. In the
present work the total cross sections for excitation of the v'=0,1, 2 and 3 vibrational levels of
the C °II,(V') state have been measured by the detection of the photonsfrom the second
positive system in the 290-440 nm spectral range. Excitation functions of several optical lines
have been measured and normalized to obtain absolute values of the cross sections. The
present measurements have been carried out with higher electron energy resolution and more
accurate incident energy calibration than the previous studies of the emission cross sections.
This has allowed the energy dependence of the cross sections to be established with higher
accuracy and the excitation cross sections to be determined in the near-threshold region.

Experimental setup

The new apparatus for electron impact excitation, used to study the optical excitation of Nj, is
shown schematically in the Figure 1. It consists of an electron monochromator to produce a
collimated beam of electrons, a collision chamber filled with a target gas and a system to
detect spectrally analysed photons. The incident beam with an energy spread of
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approximately 100 meV and a typical electron current of 20 nA is produced by a trochoidal
electron monochromator (TEM). Photons emitted from the collision region are collected by a
lens and transmitted via vacuum window outside of the vacuum chamber and refocused by
second lens onto the entrance slit of an 0.25 m optical monochromator equipped with a
cooled Hamamatsu H8259 photomultiplier at its exit slit. The magnetic field (5x10° T) is
produced by a pair of coils which allow for accurate alignment of the direction of the field
with respect to the electron spectrometer symmetry axis. The measurements were carried out
for a pressure range in the collision region which gave linear dependence between detected
photons intensity and target pressure. It was also ensured that the detected photon intensity
increased linearly with the electron beam current.

Vacuum UVVIS

 chamber monochromator

Molecular beam ,-’_,J

Source 1

Cias Container »

Fig. 1. Schematic vie of the experimental setup

Results and discussion

The fluorescence spectrum of the 2nd PS N, induced by the electrons with kinetic energy of
14.2 eV is shown shown in the Figure 2. The (v',v") transitions of the second positive system
have been identified and are idicated in the spectrum. The intensities of the observed
transitions enable to estimate the relative emission cross sections.
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Fig. 2 Emission spectrum of the 2nd PS in N, induced by the electrons with kinetic energy of
14.2 eV.

The excitation cross section of the strongest emission band of the 2nd PS C°II,(v'=0) to
B 3Hg(v”=0) (337 nm) is presented in the Figure 3. The excitation cross section has been
measured in the energy region from threshold to 80 eV and it has been norinelized to the
absolute emission cross section at its maximum at 14.1 eV. The electron energy range and the
absolute value of the cross section has been calibrated to cross section measured by Zubek'.
Excitation cross sections of additional transition lines of the 2nd PS of the N, have been
measured. The excitation cross sections o, of the particular vibrational states of the C °II,, can
be obtained from the measured emission cross sections o,”" using following relation:

Gv’=6v”emAv’,v”Tv’ (1)
where A ., is the transition probability and t, is the mean lifetime of level v'.
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Fig. 3 Emission cross section of the C 311,(v'=0) to B 3I1,(v"'=0) (337 nm) transition of 2nd
Positive system in N,.

The high energy resolution of the electron beam has been used to estimate with high precision

the thresholds of the excitation functions for particular vibrational states v' of the C°II,
electronic state of N,.
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Here we present a collaborative study which combines three different experimental
approaches as well as ab initio molecular dynamics calculations to reveal the nature of the
dehydrogenated thymine [T-H]™ and the pathways of its decay. The study is conducted on the
ion when formed up on low energy electron attachment in the energy range from about 0 eV
to about 12 eV and on the ion when it is formed through deprotonation of the neutral thymine
in the expanding plume in a matrix assisted laser desorption ionization (MALDI) mass
spectrometer. The metastable decay pathways are compared and by using both I1N- and 3N-
methyl thymine the role of the different dehydrogenation (deprotonation) sites is reviled.

Introduction

Electron induced fragmentation of molecules in the gas phase, clusters and condensed phase
have been the subject of numerous studies in the last decades [1,2]. The earlier studies dealt
mainly with halogenated compounds and were aimed at their dielectric properties, their use as
gas phase insulators, their role in plasma etching and their role as pollutants in the Earth’s
atmosphere. More recently the interest in electron induced fragmentation of molecules has
turned in the direction of biologically relevant molecules such as amino acids and the
building blocks of the DNA. This interest was mainly triggered by a study by B. Boudaiffa et
al. that showed that low energy electrons can cause both single strand breaks (SSB) and
double strand brakes (DSB) in plasmid DNA [3,4]. Moreover, it was shown that the SSBs and
DSBs induced by these electrons (which kinetic energy is below the ionization threshold) is a
resonant process with energy dependent efficiency. These findings were of considerable
significance as they indicated that low energy electrons may play a significant role in the
damage high energy radiation causes in living organisms. This is a complex and not well
understood process, and though the direct damage through radiation of sufficient energy may
be lethal to the cell, the production of secondary reactive species along its track is believed to
play the dominant role in damaging the relevant molecules [5]. One of the most abundant of
these secondary species are electrons with kinetic energies below 20 eV [6], hence low
energy electrons that may cause both SSBs and DSB in the DNA.



92 SASP

In general the fragmentation process induced by low energy electrons is preceded by the
resonant formation of a transient negative ion. This is a process that proceeds through a
vertical transition from the neutral ground state of the molecule to the corresponding anionic
state. In most cases the TNI formed is thus energetically above its ground state and hence
instable. In the gas phase such an ion can relax through autodetachment i.e. by ejecting the
electron again or by bond cleavage, i.e., by dissociation. The dissociative process which is
termed dissociative electron attachment (DEA) may in the simplest case proceed directly
along a repulsive state. However, it may also proceed through considerable redistribution of
the excess energy or even through rearrangement within the molecular anion. However,
though a considerable number of complex dissociation processes have been observed, little
attention has been given to secondary processes, i.e., the further (metastable) fragmentation of
anionic fragments formed upon DEA. In a recent study on the fragment formation upon DEA
to valine it was shown that the most abundant product is the dehydrogenated molecular ion;
[Val-H]™ [7]. These studies did however not reveal the nature of the anions, i.e., from where
within the molecule the hydrogen loss takes place, nor did they reveal any information on the
stability of these anions with respect to further dissociation. In a combined experimental and
theoretical study of the metastable decay of [Val-H]™ ions formed through DEA, after
collisional activation and when they are formed through deprotonation of the neutral
precursor in MALDI we could unambiguously identify the precursor ions and reveal their
dissociation pathways [8].

Similar to valine, the most dominating DEA process observed for the nucleobase thymine is
the hydrogen abstraction. This is a process that proceeds through a number of overlapping
resonances in the energy range from 1 to 3 eV and it was shown that the low energy
contribution around 1 eV was exclusively due to the dehydrogenation at the 1N position [9].
Here we present a collaborative study which combines three different experimental
approaches as well as ab initio molecular dynamics calculations to look at the further
metastable decay pathways of this ion and the role of the different deprotonation sites.

Experiments and Calculations

The metastable decay up on DEA and the CID studies were conducted in Innsbruck on a
double focusing sector field mass spectrometer [10]. A molecular beam was crossed with an
electron beam of about 1 eV resolution from a Nier-type ion source. Metastable dissociation
in the field free region between the magnetic and electric sector, and the resulting kinetic
energy release distribution (KERD) was investigated by mass analyzed ion kinetic energy
scans (MIKE) [11]. The dehydrogenated parent anion passes this region 13-26us after its
formation. CID experiments are performed with this instrument by collision of the mass
selected ions with stagnant N, target gas. The kinetic energy in the center of mass is about
500 eV and thus sufficiently high to induce any relevant fragmentation reaction. Metastable
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decay of the deprotonated ions is measured at the University of Iceland with a commercial
reflectron-type UV-MALDI-TOF instrument RFLEX IV (Bruker ,Germany). All experiments
were carried out in post source decay mode (PSD) as described in detail elsewhere [12]. The
ions are formed by MALDI of thymine embedded in a Bisbenzimide matrix. After a linear
flight of about 13 ps the ions were reaccelerated with an ion mirror to acquire mass spectra of
their fragmentation products. Samples were prepared by pre-spotting 0.5 pL of matrix
solution (1 mg/mL) on a stainless steel sample plate, drying at air and then spotting 0.5 pL of
10 mg/mL thymine in methanol.

To identify possible fragmentation channels for the different precursor anions formed we
conducted molecular dynamics (MD) simulations of the dissociation process assuming the ion
is stable enough to reach the thermally equilibrated ground electronic state before
fragmentation. The calculations where carried out using density functional theory with the
PWO1 functional and the VASP code [13,14]. First, a geometric energy minimization of the
two different thymine anions (deprotonation sites) was carried out. The lowest energy
structures were then heated to 400 K to account for the sublimation temperature in the DEA
experiments. Ten geometric snapshots were then taken for each ion and to account for the
initial electron energy an internal energy of 8 eV was added to the system by scaling the
atomic velocities. Constant energy trajectories were then calculated for up to one pico second.

Results and discussion

DEA to thymine leads to formation of the dehydrogenated molecular anion in the energy
range from about 1 eV to about 3.5 eV. Metastable decay of these anions is however only
observed in the higher energy region of the spectra, hence above 2 eV. This is the energy
reglon in which the hydrogen abstraction proceeds from the 3-N position of the thymine in
Thymine L the DEA experiments [8]. In this energy range

:NCO’

the only metastable fragment observed from the
native dehydrogenated thymine formed in the
DEA experiments is NCO™. This fragment is
: also the only one observed in the metastable
il o 0 decay process in MALDI.
F———————7————7+— Figure 1 compares the MALDI metastable decay
: SN metnyl Thymine spectra of thymine with that of 1-N-methyl
' thymine and 3-N-methyl thymine. In these

s experiments the only observable metastable
40 60 80 1CI)O 150 1410

T T
1N methyl Thymine

m/z decay fragment is NCO™. This fragment is only
Fig. 1. MALDI PSD spectra of thymine, IN-  ghgseryed from the native thymine and from 3-N-
and 3N-methyl thymidine.

methyl thymine. Hence, metastable decay of the
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deprotonated thymine to form NCO™ proceeds only if the deprotonation takes place from the
3-N position. This is in good agreement with our preliminary DEA experiments where
metastable NCO™ formation is only observed at higher energies, i.e., in the energy range
where it has been shown that hydrogen abstraction from the 3-N position dominates. To
verify that the reason for this energy selectivity is indeed due to the dehydrogenation site and
not simply governed by the energetic threshold for the process we are also conducting CID
experiments and MIKE scans of the 1-N and 3-N-methyl thymine. Furthermore, simulations
have been performed on the native thymine deprotonated at 1-N and the 3-N side respectively
as well as the respective methyl thymines. From the 10 trajectories simulated for native
thymine deprotonated at 1-N no fragmentation occurs, however when the thymine is
deprotonated at the 3-N position NCO™ formation is observed in 6 out of 10 simulations.
Figure 2 shows selected snapshots from the simulations for native thymine deprotonated at
th3 3-N position.

Fig. 2. Selected snapshots from the simulations for native thymine deprotonated at th3 3-N position.

Acknowledgements

This work has been supported by The Icelandic Centre for Research (RANNIS) and the FWF,
Wien. HDF acknowledges support for a visit to Innsbruck from the COST Action P9
(Radiation Damage in Biomolecular Systems; RADAM)

References

] O. Ingolfsson et al. Int. J. Mass Spectrom. Ion. Process. 1996, 155, 1.
] I. Bald et al. Int. J. Mass Spectrom. Ion. Process. 2008, 277, 4.

] B. Boudaiffa et al.. Sanche, Science 287 (2000) 1658-60.

] L. Sanche, Eur. J. Phys. D 2005, 35, 367.

] L. Sanche, Mass Spectrometry Reviews 2002, 21, 349.

] V. Cobut et al. Radiat. Phys. Chem. 1998, 51, 229.

] P. Papp et al. J. Chem. Phys. 2006, 125.

] S. Ptasinska et al. Angew. Chem. Int. Ed. 2005, 44, 6941.

] HD. Flosadottir et al. Angew. Chem. Int. Ed. 2008, 46, 8057.

0] D. Huber et al. J. Chem. Phys. 2006, 125.

1]J. H. B. R. G. Cooks et al. Metastable Ions, Elsevier, Amsterdam., 1973.
2] M. Stano et al. Rapid Commun. Mass Spectrom. 2006, 20, 3498.

3] G. Kresse, J. Furthmuller, Physical Review B 1996, 54, 11169.

4]

[1

[2
[3
[4
[5
[6
[7
[8
[9
[1
[1
[1
[1
[14] G. Kresse, J. Hafner, Physical Review B 1994, 49, 14251.



2010 95

K" CD;NO, Collision Experiments

F. Ferreira da Silva', Y. Nunes', G. Garcia® and P. Limio-Vieira'

" Laboratério de Colisées Atémicas e Moleculares, CEFITEC, Departamento de Fisica, Universidade
Nova de Lisboa, 2829-516 Caparica, Portugal

? Instituto de Matemdticas y Fisica Fundamental, Consejo Superior de Investigaciones Cientificas
(CSIC), Serrano 113-bis, 28006 Madrid, Spain

Nitromethane, CH3;NO,, have been extensively studied [1-4] because it may play a particular
role in the chemistry of the earth’s atmosphere (up to the stratosphere), is a simple organic-
nitro compound with typical characteristics of explosives and propellants and forms dipole-
bound as well as valence anions upon binding an extra electron [5—6]. Electron transfer
(harpooning) in low energy atom-molecule collision is usually mediated by the crossing of
the covalent and ionic potential energy surfaces. Despite the fact that the ionic surface lies
above the covalent at large atom-molecule distances, due to the Coulomb potential there is a
crossing point at which both potential energy surfaces have the same value [7]. This crossing
processes leads to the formation of both K™ and a molecular anion and allows access to states
which are not accessible in free EA experiments [8, 9]. In particular, states with a positive
electron affinity can be formed, and the role of vibrational excitation of the parent neutral
molecule can be studied [7]. In the present experiments we have studied the formation of
negative ions in a crossed molecular beam configuration, where a neutral hyperthermal beam
of potassium atoms, formed in a charge exchange source, crosses with a CH3;NO, and
CD;3;NO, effusive molecular target. Negative ions formed in the collision region are extracted
into a TOF mass spectrometer. Recent complementary studies on dissociative electron
attachment experiments (DEA) [9] to nitromethane have revealed a wide range of anionic
species and the present harpooning experiments are compared on the light of the
intramolecular energy redistribution and resonances for those DEA processes [10].

[1] A. Di Domenico and J.L. Franklin, Int. J. Mass Spectrom. Ion Phys., 9 (1972) 171.

[2] A. Modelli and M. Venuti, Int. J. Mass Spectrom., 205 (2001) 7.

[3] I.C. Walker, M.A.D. Fluendy, Int. J. Mass Spectrom., 205 (2001) 171.

[4] W. Sailer, A. Pelc, S. Matejcik, E. Illenberger, P. Scheier and T.D. Mérk, J. Chem. Phys.,
117 (2002) 7989.

[5] R.N. Compton, H.S. Carman Jr, C. Desfrancois, H. Abdoul-Carime, J.P. Schermann, J.H.
Hendricks, S.A. Lyapustina and K.H. Bowen, J. Chem. Phys., 105 (1996) 3472.

[6] T. Sommerfeld, Phys. Chem. Chem. Phys., 4 (2002) 2511.

[7] P. Limao-Vieira, A.M.C. Moutinho and J. Los, J. Chem. Phys., 124 (2006) 054306-1.

[8] L.G. Christophorou, D.L. Mc Corkle, A.A. Christodoulides, in: Electron-molecule
interactions and their applications, Vol.2, ed. L.G. Christophorou, Acad. Press, NY, 1984.

[9] E. Alizadeh, F. Ferreira da Silva, F. Zappa, A. Mauracher, M. Probst, S. Denifl, A.
Bacher, T.D. Mirk, P. Limao-Vieira, P. Scheier, Int. J. Mass Spectrom., 271 (2008) 15.

[10] P. Limdo-Vieira et al., in preparation.



96 SASP

Radiative Electron Attachment and Formation of
Negative Molecular lons in the Interstellar Medium

Thomas A Field', Karola Graupnerl, Graham C. Saunders’

! Centre for Plasma Physics, School of Mathematics and Physics, Queen’s University Belfast, University
Road, Belfast, BT7 INN, N. Ireland, UK., t.field@qub.ac.uk

? School of Chemistry and Chemical Engineering, Queen’s University Belfast, BT9 5AG, N. Ireland,
U.K. (present address Department of Chemistry, Science & Engineering, University of Waikato, Private
Bag 3105, Hamilton, New Zealand)

Introduction

Over the past few years the first astronomical observations of molecular anions such as C;H
(Sakai et al. 2008), CcH (Mccarthy et al. 2006), CsH (Brunken et al. 2007) and Cs;N
(Thaddeus et al. 2008) have been reported. The formation of anions in astrophysical
environments was predicted by radiative attachment in chemical models of astrophysical
environments some time ago (Herbst 1981; Millar et al. 2000, 2007).

In radiative electron attachment the excess energy of the transient negative ion is lost by the
emission of a photon to a stable negatively charged molecule. This is a key mechanism in
astrophysical environments where the rate of collisional stabilization is very slow due to the
very low pressure. Furthermore, dissociative electron attachment may not play a major role if
it is not active at zero energy because of the low temperatures in molecular clouds, for
example.

Experimental Results

Here investigations of electron attachment to astrophysically relevant molecules are reported
with a combined trochoidal electron monochromator (TEM) time-of-flight (TOF) mass
spectrometer (Field et al. 2005). The anions observed in the interstellar medium so far are all
linear molecules with carbon chains based on the acetylene molecule. Investigations of
electron attachment to HCCCN found no evidence for radiative attachment (Graupner et al.
2006). In the case of electron attachment to NCCCCN (Graupner et al. 2008), however, the
formation of a negatively charged parent ion that is stable for microseconds or longer has
been observed. This molecule is a good candidate an overall radiative electron attachment
process, like SFs, though this would require the molecule to be stable on millisecond
timescales, which are the timescales for infrared photon emission.
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The Figure shows anion intensities observed follow electron attachment to NCCCCN.
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Ice nanoparticles and water clusters play a key role in many processes in our atmosphere and
also in astrochemistry. By the way of example, the ice particles in the polar stratospheric
clouds (PSC) catalyze the reactions which lead to the ozone depletion process in the
stratosphere above Antarctica [1]. Reservoir species such as hydrogen halides HX (X=Cl, Br)
undergo chemical reactions on the ice particles in the PSC converting them to the active
species such as Cl, molecules, which are then photolyzed by the UV sun radiation to the
ozone destroying Cl radicals. Some models also suggest a direct photochemistry of Freon
molecules (CFC) on PSC particles leading to the generation of Cl- radicals. Therefore studies
of the photochemistry of ice clusters with embedded pollutant molecules such as hydrogen
halides or CFC is of primary importance for the atmospheric chemistry. Such studies have
recently been performed also in our laboratory [2]: large water clusters (H,0),, n=10*-10°
were doped with foreign molecules such as hydrogen halides and subsequently excited with
UV laser radiation (193~nm) and kinetic energy spectra of dissociating H-atom were
recorded. Also pure (H,O), clusters were studied [3]. In addition, new experiments with HI
and CFC doped water clusters are currently under way and the new results will be presented
at the conference too.

The water cluster beam is produced by a supersonic expansion of neat water vapor through a
conical nozzle. The clusters can be doped with HX molecules in a pick-up cell. Then the
clusters are photolysed with a 193 nm or 243 nm lasers and the H-fragments are subsequently
ionized by (2+1) REMPI process at 243 nm. The time-of-flight (TOF) spectra of the H-
fragments are measured and converted into the kinetic energy distributions (KED). Strong H-
atom signals were obtained from the photodissociation of HX(H,0), systems. The
experiments with deuterated species DX and D,0O revealed that the H-fragment signal
originates from the presence of the hydrogen halide molecule on the cluster, however, it is not
simply due to the direct photolysis of the HX molecule nor H;O molecule. This indicated an
exchange of hydrogen atoms between the hydrogen halide and the water cluster via
generation of the radical hydronium H;O molecule.
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Figure: Photodissociation of HBr on water clusters. Deuteration experiments pointing to the
generation and dissociation of the H;0 radical.

This photochemical pathway has been previously proposed theoretically by Sobolewski and
Domcke [4]. The HX molecule undergoes acidic dissociation on water cluster generating the
zwitterionic structure with hydronium cation and halide anion H30+( H,0),.;X". This species
are then excited with the 193 nm laser radiation into a charge-transfer-to-solvent (CTTS)
state. Subsequently, this state relaxes to a biradical state H;O( H,0),.;X, generating the
neutral hydronium radical H;O. Finally, the hydronium dissociates H;O— H,O+H releasing
the H-atom which is emitted from the cluster and detected.

The proposed scenario is supported by further experimental and theoretical findings:

(1) The shapes of the H-fragment KED for HBr and HCl on water are almost identical,
suggesting that they originate from the same species, H;O, in both cases. On the contrary, the
shapes of KED from HBr and HCl on Ar, clusters are different due to the different
energectics of the HBr and HCI molecules.

(2) The present model was also supported by measurements of relative photodissociation
cross sections for HBr vs. HCI molecules on the (H,0O), clusters, and by their comparison to
the theoretical calculations also performed in our group. In addition, these theoretical
calculations of HX(H,0), absorption spectra, which agree with our experimental findings,
suggest that the ice particles in PSC might catalyze the HCI photolysis in a way, that can
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potentially play a non-negligible role in the stratospheric Cl budget. These findings might
have large consequences for the model calculations of the ozone depletion in the atmosphere.
In the pure water clusters, we observed two-photon photodissociation at 243 nm, where the
H;0 radical played again the central role in the photolysis of an H,O molecule from the
cluster interior, while a direct photodissociation is observed for the cluster surface molecules.
In addition, we study the competition between the multiphoton photodissociation and
ionization at 243 and 193 nm.

Our experiments provide evidence that the hydronium radical H;O play a central role in the
photochemistry of aqueous systems. It was proposed in the literature® that these species can
be interpreted as the solvated electron-hydronium cation pair. Thus the hydronium radical can
serve as the cluster model of the solvated electron. The solvated electrons can be produced by
radiation in the aqueous systems:

2H,0(liq) + Av— H;0" + OH + e'(aq).

The interaction of the solvated electron with CFC molecules on the PSC particles has been
suggested to yield the Cl radicals directly. This hypothesis will be also investigated in our
cluster experiment.
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Nanocalorimetry is a powerful tool to determine solution phase electrochemical data from gas
phase experiments [1]. The established procedure requires a low-temperature cooled cell and
works with mass selected ions in an FT-ICR mass spectrometer. Here we present a new
method to extract accurate thermochemical data by counting the number of water molecules
which evaporate in a gas-phase reaction of a hydrated ion with a neutral reactant, which
works in a room temperature environment without mass selection. This makes the method
more generally applicable.

Experimental

Hydrated ions X" (H,0),, n = 50-80, are reacted with neutral molecules at a constant backing
pressure in the 10” mbar regime in an FT-ICR mass spectrometer at room temperature. Mass
spectra are taken for typically 20 reaction delays over 4 s of the reaction. For each mass
spectrum, the average number of water molecules in the reactant and product ion distributions
is calculated. Parallel to the reaction, black body radiation leads to a shrinking of the cluster
size by evaporative cooling. We have developed differential equations which describe the
average number of water molecules in the reactant and product ion distributions as a function
of time.

Results and Discussion

We have chosen the previously studied reactions [2] of hydrated electrons (H,O), with O,
and CO, as a test case of the new method. The number of evaporating water molecules is a
parameter in the differential equations which is fitted to experimental data. Reproducible
results are obtained for the number of water molecules evaporating. Nanocalorimetric
analysis reveals that the CO2 released in the core exchange reaction is vibrationally excited,
carrying 52 + 5 kJ/mol excess energy. Extrapolation to solution phase values suggests
hydration enthalpies of AHyyq = -375 + 33 kJ/mol for O, and AHyy = -268 + 31 kJ/mol for
CO, .

[1] W. A. Donald, R. D. Leib, J. T. O'Brien, M. F. Bush, E. R. Williams, J. Am. Chem. Soc.
130, 3371 (2008).

[2] O. P. Balaj, C.-K. Siu, I. Balteanu, M. K. Beyer, V. E. Bondybey, Chem. Eur. J. 10, 4822
(2004).
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Cross Sections in Fusion Plasma Physics

For understanding fundamental properties of nuclear fusion plasmas atomic and molecular
data are required. In particular the transport and chemistry of smaller hydrocarbons is a
current topic of interest, because plasma facing components are made from carbon and carbon
fibre composite materials. Hydrocarbons are likely to be produced on these surfaces and
penetrate into the plasma where they dissociate and stimulate radiation. For a proper
description of the break up of these molecules a good knowledge of the reaction rates and
cross sections is required. Cross sections may be obtained experimentally, as for example in
Ref. [1], where kinetic energy distributions and cross sections of ethylene and its fragments
have been measured. For applications in fusion plasma simulations, data for relevant atoms
and molecules has been collected. Particular data for hydrocarbons applicable for fusion
applications is described in Refs. [2,3]. This data is e.g. used by the EIRENE code, which is a
state of the art Monte Carlo transport code for fusion plasma modelling [4]. Its main purpose
is to simulate neutral gas and radiation transport processes in the boundary plasma of a
tokamak device. Recently a new module has been added to this code allowing also for kinetic
ion transport [5]. The break up of hydrocarbon molecules, e.g. CH,, and the related migration
of the fragments, e.g. CH',C",C""..., in the SOL plasma is the topic of this paper.

Monte Carlo Methods

Monte Carlo methods allow straight-forward approach to study plasma transport and
chemistry, because atomic and molecular processes can be directly incorporated. In short, one
has to calculate the length s of a free flight of a particle between two collisions by solving

jds'Et(s') =Iné

where 2, is the “total macroscopic cross section* (dimension: 1/length) and ¢ is a uniformly
distributed random number between 0 and 1. The total macroscopic cross section is the sum
of all individual macroscopic cross sections for all processes considered in the simulation. At
the point of collision s the kind of collision is sampled from a discrete distribution of
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probabilities p, for collisions of type k. For example if the kind of collision is chosen to be
electron impact ionization of a CH particle it is transformed into CH". The trajectory of CH is
then stopped and a new trajectory for CH" is started. From a large amount of such particle
trajectories macroscopic quantities, e.g. density, temperature..., can be derived. The total
macroscopic cross section is the inverse of the total mean free path and can be calculated if all
rate coefficients, defined as (ov», of the reactions under consideration are known. For each
process the macroscopic cross section can be calculated as 2=n,v)/|v|, where n, is the
density (electrons or ions), ¢ is the cross section and the brackets denote averaging over
relative collision velocities. Cross sections and reaction rate coefficients for various processes
are stored in various databases. The database which is used by the EIRENE code for methane
is summarized in [2] and for propane and ethane in [3]. These databases store cross sections
and reaction rate coefficients for electron impact ionization and dissociation of CHy,
dissociative excitation and ionization and recombination of CXHy+ with electrons, as well as
for heavy particle collisions. The data are being continuously updated.

Outline of this contribution

With this contribution we want to show an application of cross sections and reaction rate
coefficients in fusion plasma physics. A methane gas puff test case for the TEXTOR
tokamak, located at FZ Jiilich, Germany, will be presented. The dissociation of methane is
simulated in EIRENE by making use of the data bases of Refs. [2,3]. We will show results of
the migration of the methane and its fragments in the scrape-off layer plasma of TEXTOR.
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Introduction

It is well known that the operation of a fusion reactor can be severely affected by the
impurities found inside the vacuum chamber and the fuel. During operation polluting particles
containing different elements are continuously deposited on the surfaces of the reaction
chamber inner walls, their presence significantly altering the on-going process. To assure
continuous and fault free operation it is then necessary to monitor the quality grade of inner
walls surface layers. This requirement can only be fulfilled developing diagnostic techniques
able to monitor the presence and the release of undesired elements acting as pollutants with
qualitative and quantitative measurements. Due to the constraints commonly found in fusion
reactors, the measuring apparatus must be non invasive, remote and sensitive to light
elements. These requirements make LIBS (Laser Induced Breakdown Spectroscopy) [1] an
ideal candidate for on-line monitoring elemental impurities on the walls of current fusion
reactor and ITER.

In this work we analyze the results of a feasibility study aimed to assess the diagnostic
potentialities of the LIBS technique used for the determination of surface contaminants
deposited and/or adsorbed on the coating of tiles in a fusion reactor. The surface
concentration impurities of carbon, boron, lithium, oxygen and hydrogen were measured on a
tile used in the poloidal limiter of the ENEA FTU tokamak. LIBS measurements were used to
determine the contaminants depth profile and to hypothesize the stoichiometry of superficial
compounds examined under vacuum in conditions similar to those matched in the reactor
between successive series of firing.

Experimental

1. LIBS set-up

The LIBS set-up for laboratory measurements has been utilized as developed for different
applications, on samples examined either ad atmospheric or at low pressure, the latter for
planetary exploration. It consists of a Nd:YAG laser emitting up to 200 mJ and 8 ns pulses at
1064 nm with a 10 Hz repetition rate, which is focused on the sample surface. Optical signal
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there generated is collected by a small telescope at the entrance of a fibre optics bundle
connected to the spectrograph (TRIAX 550 ISA JOBIN-YVON) equipped with different
gratings for operation at medium and high resolution, best resolution achieved at 500 nm with
the used entrance slit (100pm) is about 0.1A. An intensified CCD (ANDOR InstaSpec V) is
utilized for time resolved data acquisition. Each sample (tile) was examined inside a stainless
steel chamber equipped with three optical windows kept in vacuum (residual pressure about
2 - 10 *mbar) [2].

Inner walls of last Frascati Tokamak FTU are covered by tiles made of TMZ, a 99%
Molybdenum alloy. New tiles (reference) and tiles exposed to the plasma radiation formed in
the reactor were examined as samples in order to obtain information on surface contamination
occurred during the former tokamak operation.

2. LIBS methodology

The Laser Induced Breakdown Spectroscopy is nowadays a well established tool for
qualitative, semi-quantitative and quantitative analysis of surfaces, with micro-destructive
characteristics and some capabilities for stratigraphy.

In LIBS a laser induced plasma is generated upon a surface, causing there both sample
vaporization and ionization; the radiation emitted during the successive plasma cooling
contains information about the initial surface elemental composition. LIBS analytical
performances rely upon the choice of a proper time window for detection of the emitted
radiation, since the assumption of LTE (Local Thermodynamic Equilibrium) is mandatory for
data reduction [3]. Within this assumption, a single temperature is associated to all species
present in the plasma plume (atoms, ions, electrons) which obey to Boltzmann distribution,
and a single electron density is ruling the ion/atom ratio (Saha equation).

LIBS quantitative information were retrieved by using the calibration free (CF) procedure [4],
which relies on the contemporary determination of all species present at the surface and on
the knowledge of the spectroscopic properties for the relevant lines examined. Partition
functions for the different elements detected were derived from Irwin work [5].

LIBS stratigraphy is based on the micro-ablation performed at the sample surface by
successive laser shots, once the sample is examined firing a sequence of pulses on the same
interaction point. Our former experiences on different alloys indicate an average value of
ablation rate about 10 pum per shot at the metal surface [6].

Results and discussion

Experiments performed on the new tile allowed to select the experimental conditions in which
the LTE conditions where satisfied in vacuum as follows: 200ns gate delay and 10us width.
The corresponding temperature, measured on several atomic and ionic molybdenum lines by
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means of an extended Boltzmann plot was 15000 K at the highest laser energy, and varied
between 12000 K and 15000 K in all the investigated range of laser parameters. By
measuring the Stark broadening of the H,/D,, line, the electron density value N, = 3.5 - 10"
cm™ has been determined with about 50% uncertainty.

High resolution LIBS spectra were collected on three selected spectral ranges (248 nm, 663
nm and 840 nm) in order to quantify the presence and the depth of detected impurities
(carbon and boron in the first range, hydrogen unresolved isotopes and lithium on the second,
oxygen in the third, respectively), nearby atomic molybdenum lines were utilized for internal
standardization. Analytical lines and respective spectroscopic parameters are listed in Table 1.

Element wavelength  Partition function Upper level Upper level 'Tra'nsitior}
[nm] at T=15000 K energy [eV] degeneracy lifetime [s™ ]

B 249.772 7.51 4.96 2 2.40- 10"

C 247.856 11.5 7.68 3 0.34-10®

Li 670.776 24.9 1.85 6 0.37-10®

H 656.291 2.04 12.09 2 0.80- 10

O 844.636 10.2 10.99 9 0.28-10*

Table 1 — Analytical lines and respective spectroscopic parameters

Once identified the surface contaminants, the exposed tile was examined in two different
locations, either on the face directly exposed to the plasma (S) or on a side face (L).
Significantly different results were obtained for hydrogen and lithium whose concentration on
the front face S resulted up to an order of magnitude larger than on the side L, while
comparable results were obtained for carbon and boron.

The time evolution of each line was studied in detail in order to obtain information on the
stratigraphy. Each element concentration was expressed as ratio to Mo, after extrapolating the
intensity on the former to the first laser shot, where its line are missing due to the coverage of
the other elements.

Results obtained are reported in table 2, as retrieved for the measured temperature (15000 K).
Note that molybdenum (not listed since it is used as reference for relative concentration)
starts to appear on the spectra after 4-5 laser shots. The results obtained for the inner layers
are to be considered only semi-quantitative due to the large uncertainty in the determination
of time constants.

In any case it comes out clearly that carbon contamination occurs only in the outermost
surface layer, while boron penetrates more deeply and lithium reaches inner molybdenum
layers. Hydrogen and oxygen contamination is also strongly localized on the outer surface
layers. Current results support the hypothesis of the formation of the following compounds in
the outer surface layers (up to 10 um depth): carbon dioxide and bicarbonate ion, water/heavy
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water, molecular oxygen and lithium carbonates (Li,CO;/LiHCO;) with respective ratio
5:60:20:1. At increasing depth carbon concentration drops, so lithium carbonates are replaced
by molybdates (Li,Mo00Q,). At intermediate depths (10 to 100 um) lithium is probably bound
with boron and at larger depths gives rise to Li/Mo alloys where it lays in interstitial

locations.

Laser shot | Depth [um] H Li B C O
1 10 600 5 1 25 500

10 100 40 2.5 ~0.1 ~0 7
100 > 100 ~0.01 0.25 ~0.01 ~0 ~0

Table 2 — Statiphication of impurities on the exposed tile.
Relative concentration are given in arbitrary units.

Preliminary analysis of new ITER tiles will be also presented, as performed on the coated
material selected (W-Mo-Ti) prior to plasma exposition and after suitably simulating the
process by laser ablation inside the measurement chamber in order to deposit most likely
impurities from additional solid or gas targets.

This study is a preliminary part of an activity aimed to design a LIBS system for in-line
monitoring the wall surfaces inside next generation of fusion reactors.
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In this study, we have investigated the effect of a ‘cold’ Atmospheric Pressure Plasma Jet
(APPJ) with dehydrated plasmid DNA. For purpose of these studies a home-built plasma
source was constructed and a brief description of used source is given here. The DNA
molecule is observed to be very sensitive to short-term exposures to low energy electrons,
ions and excited neutral species as well as to UV light, which are all components of an APPJ
fed by helium. In order to determine the possible pathways that lead to strand breaks in the
DNA, the APPJ exposure was carried out over a range of operating conditions.

Introduction

Since the invention of Atmospheric Pressure Plasma Jet (APPJ) in 1998 [1], a number of
devices with different configurations have been developed and their application in industry
and medicine is steadily growing [2,3].

A recent extended review provides an update on research related to applications of non-
thermal plasmas in medicine and a discussion of the possible mechanisms of interactions
between plasma and living matter [4]. In this review the authors presented a very broad
overview of the use of “cold” plasmas in the clinic including: tissue sterilization, wound
healing, tissue regeneration, treatment of melanoma skin cancer and dental cavities. However
these applications are still in the earliest stage of their development and their introduction into
general medical practice may be some years away. The main reason for this is a lack of a
deeper understanding of the physical, chemical and biological mechanisms underlying the
interaction of a non-thermal atmospheric pressure plasma and living cells, tissues and organs.

In the present work we have investigated the formation of single- and double- strand breaks in
DNA molecules induced by an atmospheric pressure plasma jet (APPJ). The complexity of
plasma-generated species. i.e. excited atoms, charged particles, electrons and UV light gives a
variety of possible pathways by which DNA can be damaged. Therefore our aim is to
understand the interaction of particular components of the plasma with DNA.
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Experimental set-up

The home-built experimental set-up is shown in Figure 1. The plasma jet is produced using a
dielectric barrier discharge with the plasma being ignited in a quartz tube (a length of 25 cm
and an inner diameter of 4 mm) placed between two external tubular electrodes made of
brass. The length of both electrodes is 5 cm and the distance between them can be adjusted.
The front electrode is connected to a high voltage power supply and the rear one grounded;
The discharge is fed by helium, the flow rate was set at 10 m/s to ensure laminar mode. At
this velocity a visible plasma plume is launched into the surrounding air, with its length being
up to 5.5 cm long with a diameter of 4 mm. The plasma is powered by a radio frequency
supply unit which consists of a pulse generator. Here, the sinusoidal shaped pulses were
generated with voltage of 8 kV and 20 mA peak-to-peak and repetition rate of 3.2 kHz.

He gas

electrodes

quartz

tube
mica
substrate

Fig. 1. Experimental set-up for the formation of the atmospheric pressure plasma jet.
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Results

In this experiment we used extra-chromosomal (plasmid) DNA extracted from E. coli bacteria
and purified to ensure only a relatively small amount of residual proteins. The plasmid purity
was assessed using both the gel electrophoresis technique and by measuring the ratio of
absorbance at 260 nm to that at 280 nm [A(260/280)]. The ratio of A(260/280) for DNA
samples was between 1.85 and 1.9, indicating a high purity of samples and gel electrophoresis
Revealed that ninety five per cent of the plasmid was in supercoiled form. Plasmid DNA
(pBR322, 4361 base pair) was dissolved in autoclaved ultra-pure water and 2 pL of such an
aqueous DNA (200 ng pL ™) solution was deposited onto mica slides that were then dried at
room temperature. The DNA covered mica slides were then placed perpendicularly to the
‘cold’ plasma jet formed in helium. After exposure the DNA samples were recovered with
water and analysed by 0.8 % agarose gel electrophoresis, pre-stained with SYBR green dye.
All samples were loaded into wells in the agarose gel and ‘run’ for 3 hours prior to imaging.
The gels were imaged by means of the fluorescent scanner and analysed by using the ImageJ
software.

Plasmid DNA is a good indicator molecule to use for recognition of single- and double strand
breaks in helix DNA owing to its different topological states: supercoiled represents the
undamaged molecule; open circle and linear conformers are formed due to the disruption of a
backbone on one and both strands, respectively. The mobility in the gel electrophoresis of
these three forms is different, thus three particular forms can be separated. The intensity of
bands indicates the relative concentration of different types of DNA conformers.

Samples located at the tip of the jet were exposed for different time durations, i.e. 0, 1 and 5
min (Fig. 2). Control experiments were also performed by leaving a few samples at room
temperature while the other samples were treated. In this control measurement, 85-75% of
intact DNA was recovered from the mica slides, that is shown as ) min irradiation in Fig. 2.
Additionally, experiments were also performed where the dry DNA samples were exposed to
a helium stream with the same flow rate, but without applying the electrical excitation
necessary to create the plasma jet. No detectable damage of DNA due to its exposure to a
stream of flowing helium was observed. Results from at least three different samples with the
same irradiation conditions were summed. A mean was calculated for each form and an error
bar calculated as one standard deviation from the mean.

Rapid degradation of supercoiled DNA is observed, up to 60% within one minute of He
plasma treatment, followed by a period when there was a slower accumulation of damage.
Upon exposure, the amount of linear DNA was initially observed to increase by 10%, and
remained constant. Most remarkable is the production of open circle forms due to single
strand breaks in DNA, yielding a 70% rise after five minutes of He plasma treatment.
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Fig. 2. The effect of plasma exposure time upon the change in percentage abundance of each
of the plasmid forms.

Future work

Recently we have started studies on effect of water and amino acids on DNA damage using
plasma exposure. We expect that the presence of water will increase the damage to DNA due
to the formation of highly reactive radicals during the APPJ interaction. In contrast the
presence of amino acids around DNA molecules may shield them from the plasma-generate
species and so reduce the amount of damage. Results will be reported at the conference.
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Helium nanodroplets doped with alkali atoms and molecules are intriguing systems at the
border between gas-phase molecules and large heterogeneous clusters. Upon femtosecond
laser excitation, alkali molecules exhibit vibrational wave packet oscillations which are only
weakly affected by the helium environment due to the fast desorption of the molecule from
the droplet. This allows for high-resolution Fourier spectra of vibrational levels in the
electronic ground and excited states, as demonstrated e.g. for Rb, [1] and Rbs (Fig. 1). In
contrast to the vibration, the rotational and spin dynamics appear to be strongly perturbed by
the interaction with the helium.

The absence of vibrational damping in the triplet ground state of K, in contrast to damped
wave packet motion in electronically excited states is discussed in the context of Landau's
critical velocity and frictionless motion in superfluid helium on the nano-scale [2].

1004 Fig. 1. Time-resolved Fourier spectrum of the
pump-probe photoionization transient
(A=850nm) of Rbs;-molecules attached to
helium nanodroplets
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Using a reaction microscope, three-dimensional electron (and ion) momentum spectra have
been recorded for carrier-envelope-phase (CEP) stabilized few-cycle (5 fs), intense (4x10'"
W/ecm?) laser pulses (740 nm) impinging on He. Preferential emission of low-energy electrons
(Ec < 15 eV) to either hemisphere is observed as a function of the CEP. Clear interference
patterns emerge in P space at CEPs with maximum asymmetry, interpreted as attosecond
interferences of rescattered and directly emitted electron wave packets. For a few-cycle sine-
like waveform, two tunneling phases, symmetrically spaced around the zero crossing of the
field lead to the same momentum of the ejected electron, and the corresponding trajectories
can interfere. The first wave packet that was launched at t; recollides with the ionic core after
~3/4 of the laser cycle and is thereby being modified in phase and wavefront direction. It
overlaps with an unaffected second *‘reference’’ wave packet (of the same electron) launched
at t,. A 3D momentum image of these electron wave-packet (EWP) interferences therefore
represents a time-dependent hologram of the modulations imposed onto the first wave packet.
Attosecond dynamics of the electron cloud bound to the ion might be imprinted and can
potentially be reconstructed for atomic, molecular, and cluster targets.

Experimental Results

For the experiment, linearly polarized CEP-stabilized 5 fs pulses at 740 nm with a repetition
rate of 3 kHz have been used.. The laser beam, with intensities up to 0.4 PW/cm® at the focus
of a 125 mm spherical mirror was crossed with a supersonic, cold He jet (~10"" atoms/cm?) in
the ultrahigh vacuum chamber (~10™'° mbar) of a reaction microscope. The created ions and
electrons were guided to two position sensitive channel plate detectors by weak electric (~2
V/cm) and magnetic (~0.8 mT) fields, applied along the laser polarization axis. Superior
momentum resolution along the polarization axis (the spectrometer axis) was achieved
reaching Ap| < 0.02 a.u. for both ions and electrons. Along the transverse directions (i.e., in
the plane perpendicular to the laser polarization), the ion momentum resolution varied from
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~0.5 a.u. along the gas jet direction to <0.1 a.u. in the direction perpendicular to the jet. The
transverse momentum resolution for electrons was on the level of 0.05 a.u. The CEP of the
laser field was varied in steps over a range of 2n radians. For each of the phases, the two-
dimensional position and time-of-flight spectra for the ions and electrons were recorded in
coincidence. Fig. 1(a) shows some electron momentum distributions windowed parallel to the
light wave electric field. Clearly visible are peaks, which mostly disappear for p| < 0. After
changing the CEP by © in Fig. 1(b), these peaks are almost exactly mirrored about p| = 0
(black line) as illustrated by the thin blue curve, an exact mirror image of Fig. 1(a). For
intermediate phases (not shown here) the visibility of the peaks becomes progressively less
pronounced and symmetric about p| = 0 for CEP = 0, while maintaining their positions. The
momenta (p|), where interference peaks occur in Fig. 1, are plotted in Fig. 2 (red full circles)
and compared to the results of previous measurements for 25 fs, non-CEP-stabilized pulses
(blue open circles) at 790 nm. Obviously the slope of the progressive peaks in this
experiment differs from the 25 fs data, which are in excellent agreement with a square root
above-threshold-ionization(ATI)-like behavior (black curve), where the spacing between
peaks corresponds to the photon energy, i.e., to 0.057 a.u. (790 nm). The spacing between the
here observed peaks, however, is much smaller, pointing to the fact that in ultrashort pulses
interferences emerging from wave-packet emission at the maxima of the oscillating electric
field, i.e., at the carrier frequency corresponding to the photon energy, is widely suppressed.
Instead a new, quite regular spacing emerges which turns out to be linear as a function of pj.

Theory and Interpretation

We have developed a simple one-dimensional model based on strong-field approximation
(SFA). The ionization in this model is confined to the most intense cycle of a sine-like pulse,
and the electron motion is confined to the laser polarization axis only. The interference term
arising from the superposition of the two quantum paths leading to the same momentum p
(Fig. 1), referenced by their classical birth times (t;, s= 1,2), can be expressed by the p-
dependent transition amplitude T(p)=Zs2Csexp[i(Vep’tstor(t))] with the phase
Pr(t)="%[S[2A(tp+A2(t)]dt'. A(t) is the vector potential of the laser field and Cj are the
amplitudes for wave packets created at t,. Ignoring the contribution due to Coulomb effects,
the final momentum distribution is interpreted as arising from a superposition of these two
wave packets, shifted in time, and with additional phases, ¢@r(t;), accounting for the Volkov
action for a free electron in a strong laser field. It is evident that modulation in the momentum
distributions strongly depends on the intensity and, hence, any comparison with the
experiment requires us to use intensity averaged distributions. This was done by evaluating
the above expressions for a pulse with a cos” intensity envelope with FWHM of 5 fs, 0.4
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PW/cm?® at 740 nm, and averaged over intensities in a range of £6%. In Fig. 2 the respective
positions of the interference maxima, at a phase of maximum fringe asymmetry, are indicated
as triangles with uncertainty bars. The agreement with the experimental data appears well
within the accuracy of our simple model. Our results provide strong evidence that we have
realized for the first time a true double-slit arrangement in time, where the slits are
experimentally determined. Analyzing the FWHM, i.e., the visibility of the most prominent
peaks (~0.05 a.u) and relating it to the uncertainty of the birth time of the electron, we find an
effective slit width of ty;; < 20 attoseconds. Further information is available in the related
publication: R. Gopal, et al., Phys. Rev. Letters 103, 053001 (2009)
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Figure 1: (a) Recoil-ion (He") momentum distributions along the laser polarization axis for
CEP with maximum asymmetry towards positive momenta and (b) neative momenta. Shaded
curve: ion momentum distribution at a similar intensity but for longer, 25 fs pulses
normalized to the integral under the blue line. The thin (blue) curve in (b) is a mirror image
of the curve in (a). Inset: Momentum asymmetry as a function of the relative CE phase.
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Deflection of free clusters and molecules by an inhomogeneous electric field is a tool that can
provide important insight into their structural and electronic properties, often yielding
information that cannot be easily accessed by other, e.g. spectroscopic, means. For this
reason, the amount of experimental data has been growing in parallel with the theoretical
effort to understand the correlation between deflection profile shapes and the inherent
(susceptibility, structure, temperature) properties of the system in question (see, e.g., the
review [1]).

The correlation in question is, however, nontrivial, because the field-induced orientation,
alignment, and deflection of the beam are convoluted and frequently smeared out by
rotational and vibrational motion of the particle. At the same time, the polarized ensemble
usually passes the field region adiabatically, rather than becoming thermalized in it. This
detail, which differs from the standard assumption in textbook treatments of electric
susceptibilities, can lead to significant deviations from thermodynamic theory, to nontrivial
dependencies on the symmetry and shape of the polar species. This realization needs to be
taken into account for accurate interpretation of experimental data.

This contribution reports (1) on some theoretical aspects of deflection behavior of symmetric
rotor systems, and (2) on an experimental study of HNO;(H,0), cluster deflections with an
eye towards evidence for molecular dissociation at a critical water cluster size.

1. Deflection and beam broadening of polar symmetric tops

Field-induced motion of rigid polar rotors possessing a symmetry axis is integrable, hence is
amenable to the formulation of closed-form expressions for the trajectories (at least, in
perturbation theory). As is known, polarization of a thermalized ensemble of dipoles in an
external field leads to the Langevin-Debye formula which has a universal shape-independent
form. For adiabatically deflected beams, though, one obtains expressions displaying a strong
dependence on the asymmetry parameter (i.e., on the ratio of the rotational constants), both
for the average deflection of the beam and for its broadening [2,3]. These analytical
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expressions are found to be in good agreement with exact numerical calculations based on
diagonalization of the rotational Hamiltonian with Stark-induced shifts and mixing.

A corollary to the demonstrated strong dependence of beam deflection parameters on the
shape of the system is that if the latter factor is not taken into account, deductions from beam
deflection experiments on polar systems may end up being quantitative erroneous.

2. Electric dipole moments of HNO;(H,0),-,.;0 complexes studied by beam deflection

The electrostatic deflection method is applied to an experimental study of water clusters
embedding a nitric acid molecule, HNO;(H,0),-1.10 [4]. The measured susceptibilities greatly
exceed the electronic polarizability, revealing the contribution of permanent dipole moments
(i.e., those of the host water molecules and of the acid impurity). Because of the fluxional
nature of this system, it is possible to deduce the dipole moment values from the Langevin
response equation.

The moments derived from the data are significantly higher than those of pure water clusters,
see the figure. (However, they are considerably smaller than theoretically calculated dipole
moments,, implying the need for theory to address the physical properties of this type of
clusters at realistic finite temperatures, rather than near the lowest-energy configurations.)

There has been considerable interest in determining the minimal cluster size required for the
dissociation solvated acid molecules. The enhancement in the dipole moment of
HNO;(H;0), for n=5,6 and a rise in cluster abundances setting in at n=6 suggest that the
dissociation takes place in this size range.
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Electric dipole moments of mixed clusters derived from the
deflection measurement. The dipole moment of the gas-phase
nitric acid molecule is shown as the solid arrow and the dipole
moment of pure water clusters is shown as the dashed arrow.
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Radicals play key roles in a wide range of reactions involving biomolecules such as proteins
and DNA. Radicals are involved in DNA damage, e.g., via the direct effect of radiation such
as ionization, and the indirect effect resulting in H" and OH" and carbon radicals derived from
drugs. These may attack the nucleobases or the sugar moieties leading to DNA strand breaks.
A number of mass spectrometry based methods have been developed to generate and study
the properties of radicals derived from biomolecules. One that has been widely exploited in
peptide radical ion formation involves the use of collision-induced dissociation (CID) of
complexes of a metal with biomolecules, where the reduction of the metal, i.e. an electron
transfer reaction, and subsequent fragmentation, may result in the formation of radical cations
of the biomolecules [1,2]. There we show that this method can be extended to the formation
of the deoxyguanosine (dG) — deoxycytidine (dC) radical cation ([dGdC]™). This result is
important since (dGdC)™ represents a simple model for radical cation formation in the
complimentary base pairs found in DNA. The investigation of dissociation of this radical
dimer has revealed a radical migration. Thus, it is possible that radical damage to the
nucleobase can propagate to the sugar backbone, leading to the cleavage of the DNA strand.
Further experimental and theoretical studies have been implemented in order to understand
this mechanism.

Experiment and Theory

The experiments have been performed using a Finnigan LTQ-FT mass spectrometer, which
consists of an electrospray ionization (ESI) source coupled to a linear ion trap, ion transfer
optics and Fourier Transform (FT) ion cyclotron resonance (ICR) cell [3]. Briefly, ESI of
solutions of copper (II) nitrate and nucleosides generated a series of doubly charged
complexes. Complexes of the form [Cu(AB),]*", where A = dG and B = dC or 5-fluoro-
deoxycytidine (FdC), were transferred into the linear ion trap and subjected to CID in the He
bath gas at room temperature. CID of the complexes yielded the (dGdC)™" and (dGFdC)™
radical cations. Dissociation of these dimers was further investigated in the ion trap using
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CID. All ions were transferred to the FT-ICR cell for high-resolution mass analysis. We have
also used computational quantum chemistry calculations with the Gaussian 03 package to
investigate the dissociation mechanisms of these radical dimers.

Results
The gas phase chemistry of the base paired
dimer (dGdC)™ was examined in detail. The
0 TR S a2 o o 2 o 37y upper panel of Figure 1 shows the CID mass
a0l ) dGdc’ 1 spectrum of this dimer. Three main types of
25 ] 1 fragmentation reactions were observed: (i)
1] dCH' h monomer loss to form the radical cation of
— 15 w s i dG at m/z=267,; (ii) monomer loss coupled
?:T 10] 1 - a5 with proton transfer to form protonated dC at
£ 5 | lossof sugar 1 '°s§§fac”;o4 . m/z=228; (1i1) radical induced sugar
E P L S BT i = ] fragmentation from the dG site, i.e. loss of
o 80k ‘;‘;i dGFdC’ L CH,O (m/z=464) and further loss of C,H;0,
8 . | . (m/z=405). The breakage of the N-C bond
- 20—: 78 e between the nucleobase and sugar was also
L 248 ] observed to a small extent.
10 23?' ]
e T J et su:??é ) The formation of the radical cation dG™ was
LS T o T v p observed directly in the ESI, as well as in the
miz dissociation of the Cu(dG);*" complex. Both

dG™" radical cations dissociate predominantly

into the guanosine (G) radical cation G™, see
Figure 1: CID of (dGdC)" m/z=494 and Figure 2 upper panel. However, if radical
(dGFdC)™" m/z=512 radical cations, upper cation dG™ is formed from the dissociation of
and lower panel, respectively. the radical dimer (dGdC)™ or (dGFdC)™" (see

Figure 1), its further fragmentation shows
damage of the sugar moiety through observation of the loss of CH,O and C,H;0, as depicted
in Figure 2 lower panel. This shows that the radical cation dG™" has a different structure after
the dissociation of the radical dimer.

In order to obtain further insight into the fragmentation mechanism, we compared the
fragmentation of (dGdC)™ radical dimer with a fluorinated analogue (dGFdC)”, where the
reduced basicity of FAC should inhibit the proton transfer [4]. The fragmentation of the
(dGFdC)™" is shown in Figure 1, lower panel. One can see that the proton transfer to FdC is
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indeed inhibited. The resulting product FACH" at m/z=246 is less abundant than dCH" at
m/z=228 in the case of (dGdC)™". Thus, the fragmentation of (AGFdC)™" results mainly in the
FdC monomer loss to form radical cation dG™ and its complimentary fragments at m/z=237,
178 and 151. The breakage of the N-C bond between the nucleobase and sugar is also
observed at m/z=396 (see Figure 1b). Fragments corresponding to induced damage of the
sugar were also detected, though with less than 1.5% relative abundance. This finding
suggests that the proton transfer and radical propagation from guanine base to its sugar
moiety are connected.

T T T T T T T T T
Computational quantum chemistry 1% cue).” -
calculations are under way to investigate g0 | 151
the energetics and details of the radical w 98
migration. Preliminary results show thatthe  — , 1 '
. . . . = T —
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. . . . = il 152
the dG™ radical cation on its own. Further =~ § | ?
results and their implications will be 3 0] ' oo
3 ] dGFdC’ loss of CHO
presented. 2 w0 | Eedd 2%t
] 1 N CH,O+C H.O,
E g d9G R
1
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Conclusion "y g o
The gas phase mass spectrometry and 0l
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Computation quantum ChemiStI'y data are 75 100 125 150 175 200 225 250 275 300
consistent with current models for damage
in DNA, whereby initial ionization at the

guanine sites is followed by proton transfer Figure 2: CID of dG"* (m/z=267) radical
and/or strand breaks.

m/z

cation formed from Cu(dG)s>" complex and
from (dGFdC)”" dimer, upper and lower
panel, respectively.
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Simulations have recently revealed that molecular doubly-charged ions (dications) may be
important in the chemistry of a variety of planetary ionospheres, such as those of Mars and
Titan [1-3]. These simulations have stimulated an upsurge of interest in the bimolecular
chemistry of dications, an upsurge due also in part to the development of new experimental
techniques to study these exotic species. These experiments have revealed that dications
exhibit a unique and varied bond-forming chemistry in collisions with neutral molecules [4-
9]. However, the cross-sections for these bond-forming processes are often small, and the
dominant reactive channel in dication-molecule encounters is usually single-electron transfer.
Thus, one would expect such single-electron transfer process to be a key pathway through
which dications can influence ionospheric composition. In such ionospheric environments the
single-electron transfer of a molecular dication of a dominant atmospheric molecule, such as
CO,*" on Mars, with the corresponding neutral (CO,) will be key processes.

Recent guided ion beam studies of the dissociative single-electron transfer reactions of CO,*
with CO,.
®Co,”" +C0, - *C0,” + CO," —» *CO" + 0 + CO,"
— 0"+ "COo+COo,"
revealed that the CO," monocation formed form the dication by electron capture (the capture
monocation) was far more likely to fragment that the CO," ion formed by ejection of an
electron from the neutral (the ejection monocation) [10]. This observation is surprising as the
similar geometries of the dication and neutral mean that very similar Franck-Condon factors
should govern the capture and ejection processes. Hence, one would expect the same states to
be populated in the capture and ejection processes and, hence, one would expect similar
behaviour of the ejection and capture monocation. This prediction has, perhaps
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inappropriately, been termed statistical behaviour; a term meant to imply that the behaviour
of the ejection and the capture monocations should be indistinguishable. Our experiments
show this is clearly not the case.

To account for the surprising observation of the different behaviour of the capture and
ejection monocations two hypotheses have been advanced:

Firstly, that electronic structure considerations favour the capture process, from the triplet
ground state of CO,*", populating dissociative quartet states of the CO," ion. Such quartet
states are less readily populated in the ejection process as their population involves two-
electron transitions.

Secondly, the preferential dissociation of the capture monocation might result from the
increased vibrational temperature of this reactant ion, which is formed by electron ionization.
In contrast the neutral reactant will have a thermal vibrational distribution, and thus form
product monocations which are vibrationally colder and less prone to dissociation.

This contribution
presents the results of a
100 100 detailed study of electron
1 transfer in the CO,>"/CO,
and 0,”"/0, collision
systems using the

position-sensitive
coincidence (PSCO)
methodology [4]. This
technique involves the
0+ 0 detection in coincidence
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dication/neutral reaction.
These experiments are a
powerful probe of the
energetics and dynamics
of dication reactions. The O,”"/0, collision system has been carefully selected for study
because the two hypotheses, presented above, to account for the preferential dissociation of
the capture CO," in the CO,*"/CO, collision system predict different outcomes for the 0% +
O, reaction. Specifically, the ground state of the O,*" ion is a singlet state, and electron
capture by this species cannot populate the dissociative states of O," via one-electron
transitions. However, such dissociative states of O," can be populated directly by electron

Kinetic energy release distributions for the dissociation
of (a) '°0," (the ejection ion) and (b) '*0," (the capture
ion) in the internal frame of reference into O
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ejection from O,. Thus, one would predict, if electronic transition probabilities are at the
heart of this phenomenon, that in the O,>"/O, system preferential dissociation should occur
for the ejection dication.

Our PSCO experiments clearly show that indeed it is the ejection dication that dissociates in
the dissociative single electron transfer reactions of 0,”" with O, and reveal in detail the
electronic states involved in these fundamental processes. For example, we clearly see that
the favoured dissociation of the ejection O," arises from population of the B state, whilst the
few capture ions that do dissociate are populated in high vibrational levels of the b state. For
COz2+ reacting with CO, the PSCO experiments allow us to readily account for the
preferential dissociation of the capture monocation and also the variation in the branching in
the dissociation of the capture and ejection ions between CO" + O and O +CO. In summary,
these experiments resolve a highly topical debate, and reveal a detailed state-resolved picture
of these important fundamental reactions, showing that electron transition probabilities are
key in determining the fate of the product ions.

The collaboration involved in this study was supported by the Royal Society by the provision
of a International Programmes Award.
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During the past 30 years considerable experimental effort has been devoted to an ongoing
search for evidence of spontaneous or metastable Coulomb fission in multiply charged
clusters [1-4]. Such experiments have explored a range of systems covering most of the rare
gases through to clusters containing molecules as large as SFq and benzene [1]. Whilst there
has been good evidence of delayed unimolecular dissociation in triply and quadruply charge
clusters [1], confirmation of similar behaviour on the part of either atomic or molecular
dication clusters has not be forthcoming. The only demonstration of Coulomb fission on the
part of molecular dication clusters has come from processes promoted by collisional
activation [2,3]. However, very recent experiments on metal dication complexes have shown
that electron capture from a collision gas, even at very low pressures, can play a significant
role in the fragmentation of these ions [5]. The very high cross section for electron capture at
keV kinetic energies, particularly with O, and N, as collision gases, results in considerable
interference and confusion between electron capture-induced dissociation and Coulomb
fission. Fragments previously assigned as the products of Coulomb fission have subsequently
been shown to correspond to the products of reactions induced by electron capture [6,7].
Evidence of metastable Coulomb fission in metal/molecule dication complexes, such as
[Cu(HzO)6]2+, has been found recently [7]; however, metal dications are a special case
because the delay in fragmentation is created by the timescale for charge transfer from the
metal to a molecule. When in solution, the charge on Cu®" can be expected to remain
localised on the metal, however, there is a minimum to the number of solvent molecules
required to stabilise the ion and once below that number there is a high probability that charge
transfer will occur. For Cu®" stabilisation is achieved with eight water molecules [6,7]. For
pure atomic and molecular cluster ions the circumstances are very different. There is a
minimum size below which the ions are unstable, but this time that number is very much
larger than is observed for the metal dication complexes. The reason for this is that in
molecular dications the charges occupy separate sites and it is the strength of the
intermolecular interactions that determines stability. Thus, for Ary”" the minimum value
observed for N is 91 and for (HzO)NHz2+ the value is 35, which reflects the difference in
strength between van der Waals interactions and hydrogen bonds [1].

Presented here are new results from a series of experiments in which it has been possible to
take molecular dication clusters of a single size and record events arising from their
metastable Coulomb fission. A detailed description of the apparatus used for generation,



2010 129

resolution and detection of the cluster ions has been given elsewhere [3]. Briefly, neutral
clusters of ammonia were formed via the adiabatic expansion of an ammonia/argon mixture
(1:99) through a 200 pum diameter pulsed supersonic nozzle. After passing through a 1 mm
diameter skimmer, the clusters entered the ion source of a high resolution, double focussing
mass spectrometer (VG ZAB-E) where they were ionised by electron impact with 70 eV
electrons. Ions were extracted from the source with an accelerating potential of 5 kV and
passed through a magnetic sector where they were selected according to their m/z value. They
then entered a field-free region approximately 1.5 m in length and approximately 10 ~* s after
their formation. The time spent by the cluster ions passing through this region, ca. 5 x 10 >
s, was sufficiently long for some of them to undergo a range of metastable (unimolecular) and
internal bimolecular chemical reactions. Fragments arising from metastable decay were
identified by scanning an electrostatic analyser in the form of a MIKE (Mass-analysed Ion
Kinetic Energy) scan. Scans performed on doubly charged ions with an initial kinetic energy
of 10 keV made the detection and verification of fragment ions resulting from metastable
Coulomb fission very straightforward, since the only fragments seen at laboratory-frame
kinetic energies of between 5 and 10 keV are the products of charge reduction. Metastable
decay processes were typically recorded with a background pressure in the flight tube of ~ 5 x
10 ~® mbar therefore, interference from collision-induced processes, such as electron capture,
were minimise. As a result, ions arising from charge reduction via Coulomb fission could be
detected at very high sensitivity against an extremely low background signal.

Previous experiments of this nature have shown that for hydrogen bonded molecular clusters
several types of doubly charged ion are observed [8,9], and for ammonia these take the form:
(NH3)»*", NH3)yH?", and (NH;)yH,>" [9]. With reference to the minimum size of cluster that
can support two charges, that value has been reported as N = 51 (see below) for each of the
ammonia cluster ions given above. Therefore, a search has been undertaken for evidence of
metastable fragmentation on the part of each of the above cluster ions at specific values of N
that were very close to this critical size. Figure 1 shows examples of metastable
fragmentation recorded for (NH3)52H22+ and where it can be seen that the decay pattern is very
asymmetric. For this particular example fragmentation takes the form:

(NH3)52Hz2+ — NH; ' (NH3)s2.x2 + NH, (NH3)

where K ranges from 9 — 14. The fragment detected is the heavier NH,; (NH;3)sy.4, ion.
Probably because of a much higher degree of instrumental discrimination, no evidence of the
lighter fragment could be found. As can be seen, each peak has the shape characteristic of a
Coulomb explosion process, where ions with high centre of mass kinetic energies that would
have contributed to the centres of the profiles have been discriminated against by their failure
to pass through the apparatus to the detector. The features that are visible correspond to
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fragment ions that have been scattered either forward or backward with respect to trajectories
taken by the centres of mass of the cluster ions.

Results similar to those given in figure 1 have been recorded for each of the different types of
cluster ion identified above and for N = 51 — 55. For N > 55 no evidence could be found for
Coulomb fission and at N = 50, features very similar to those shown in figure 1 have been
recorded but no assignment has yet been possible. Across the series N = 51 — 55 a general
trend is for slightly larger values of K to be favoured as N increases. However, expressed as a
fraction K/N the trend is for this ratio to decrease with V. It is quite possible that these effects
are as a consequence of the metastable time window open to each ion of a different size.

The number given below each peak is the average kinetic energy release, <e¢>, calculated
from the FWHM for each of the profiles. Although the values fluctuate, a general trend across
all the data recorded so far is for <¢>> to decrease as K increases. Results similar to those
given in figure 1 have also been recorded for (H,0)y"", (H,O)yH,*", (CeHe)s*', and
(CH;CN),*" cluster ions and where similar evidence of asymmetric fragmentation is seen. A
model derived from a classical electrodynamic analysis of separating dielectric spheres is
currently being explored as a means of interpreting the results. A similar, but much simpler
image charge model has previously been used to interpret Coulomb fission fragmentation
patterns in the electrospray process [10].
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Figure 1. Coulomb fission fragmentation pattern recorded for (NHz)s;" .
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Synchrotron-Based High Resolution Infrared
Spectroscopy of Naphthalene (C4oHs):
Rovibrational Analysis of the v, Band
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Abstract

We report a rotationally resolved analysis of the high resolution FTIR spectrum of the
simplest Polycyclic Aromatic Hydrocarbon (PAH), naphthalene. The spectrum has been
measured with a new high resolution FTIR spectrometer connected to the Swiss Light Source
(SLS) at the Paul-Scherrer-Institute (PSI). Due to the high brightness of the synchrotron
radiation in the spectral region of interest and the high resolution of the new interferometer, it
was possible to record the rotationally resolved infrared spectrum of naphthalene and to
analyse the v4 band (vo = 782.330753 cm™). The results are discussed in relation to the
Unidentified Infrared Band (UIB) found in interstellar spectra at 11.25 um.

1. Introduction

Our current high resolution FTIR technology now makes it possible to explore the
spectroscopy and dynamics of large carbon ring systems of aromatic and non-aromatic
character, in particular in the THz region. The FTIR experiment uses a synchrotron radiation
source, which is effectively at least up to 10 times brighter than light emitted by conventional
thermal sources in this spectral region, and a highly resolving interferometer with a maximum
optical path difference (MOPD) of 11.20 m and an instrumental band width of about 20 MHz
[1]. We have started using this set-up to investigate the spectra of aromatic and saturated
carbon ring systems, in particular the spectra of PAHs. These PAHs are proposed in the
literature [2,3] as the source of the Unidentified Infrared Bands (UIBs). The simplest PAH is
naphthalene (C,¢Hs), strictly bicyclic, which has already been analysed at high resolution in
the UV region [4,5] and in the IR region [6-8]. We present an analysis of the out-of-plane
mode vy of naphthalene at 12.78 um which includes more than 3000 absorption lines. Based
on the rotational constants, we have simulated the band at resolutions which are used for the
interstellar detection of the UIBs. Clearly, this band is not responsible for the UIB at 11.25
um [7]. However, the shape of the recorded naphthalene band, v, provides valuable insights
into the shape of bands of out-of-plane modes of PAHs. As a comparison we have also
recorded the IR spectrum of the saturated carbon ring compound, cyclohexane, in this region.
Cyclohexane has two bands at 11.58 um and at 11.04 um, in which the band shapes, in terms
of intensity distribution, are completely different from that of the v4¢ band of naphthalene.
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2. Experimental

We have interfaced a new FTIR spectrometer, the Bruker IFS125 prototype 2009, to the
infrared port available at the Swiss Light Source (SLS). This spectrometer has a MOPD of
11.20 m and is a further development of our IFS125 prototype 2001 [9,10] (MOPD of 10 m).
Due to the high brightness of the synchrotron radiation in the spectral region of interest, we
can use apertures as small as 0.8 mm to apply the full resolution of our interferometer, which
is on the order of 20 MHz. The FTIR spectrum of naphthalene was recorded at 295 K in the
region 600-900 cm™ with a resolution of 25 MHz (0.0008 cm™), which is less than the
Doppler width of the molecule in this spectral region. Sample pressures of 0.05 to 0.2 mbar
were used. The room temperature spectra were recorded in a White-type cell with path
lengths up to 19.6 m. 250 scans were co-added and the spectrum was calibrated using OCS as
the wavenumber standard.
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Figure 1: LW plot of the c-type transitions in the P and R branches. The different K, series are visible.
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Figure 2: A comparison of small parts of the measured P branch c-type lines of the out-of-
plane band v, of naphthalene (top trace: observed spectrum, T = 295 K, path length = 9.6
m) with a simulation of naphthalene (bottom trace: resolution = 0.0008 cm™).
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3. Analysis and discussion

Naphthalene is of symmetry D, and has 48 normal modes. Only modes with b;,, b,, and b3,
symmetry are infrared active. These generate a-type, b-type and c-type bands, respectively.
The v4 band is of b3, symmetry and shows c-type transitions in the spectrum. The spin
statistical weights for each line (K,, K.) are ee:eo:0e:00 = 76:60:60:60. The assignment of the
observed rovibrational transitions belonging to a particular subband consisting of P and R
branches has been carried out efficiently with an interactive Loomis-Wood assignment
program previously designed for linear molecules [11]. The c-type bands were identified as P
and R branches up to J <95, K, < 44 and K. < 66 as illustrated in Figure 1. The different c-
type series are clearly visible in the LW plots and are grouped into three groups as shown in
Figure 1 (left). The rovibrational analysis was carried out with Watson's 4 reduced effective
Hamiltonian in the /II" representation up to sextic centrifugal distortion constants using the
WANG program described in [12]. The spectroscopic constants of the v4 band of
naphthalene were fitted according to the 4 reduction resulting in a standard deviation of d,,,; =
0.000327 cm™. The spectroscopic constants for the ground state were fixed to the values
given in [5]. No perturbation was observed despite the large density of states. Comparisons
between the experimental spectrum and a simulation of the v46 band are shown in Figure 2.
The agreement between simulated and experimental spectra is very good considering the
large number of hot bands. The hot band structure is clearly visible in the Q branch region
(Figure 3). By means of the simulation, the position of the band center is well determined, as
the enlargement in Figure 3 (left) illustrates.
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Figure 3 (left): A comparison of the Q branch region of the out-of-plane band v,s of naphthalene. Hot
bands are visible. Right: Enlargement of the central Q branch region.
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The v4 band is the strongest band of naphthalene. If one wants to detect naphthalene in
interstellar space, one must search for this band at 782.33 cm™ (12.78 pm). This band has c-
type character which can be seen in the very strong Q branches dominating the spectrum.
These strong Q branches are very characteristic for the out-of-plane modes of aromatic
systems. Normally, the UIBs are described as Lorentzian shape bands. If we simulate the vy
band (out-of-plane) of naphthalene with a resolution of 5 cm” we obtain a similar shape, as
shown in Figure 4. In order to make a first assignment of the UIBs we propose recording
these bands at slightly higher resolution by astronomical spectroscopy. As shown in Figure 4,
a simulation with a resolution of 1 cm™ already illustrates the typical c-type character of this
band with the prominent Q branch. If the UIB at 11.25 um is of a-type or b-type character,
which could be tested by obtaining higher resolution spectra as discussed, then an even
stronger c-type band of an out-of-plane bending mode of a PAH, if any, would be expected at
lower energy.

4. Conclusions

We have rovibrationally resolved the infrared spectrum of naphthalene at room temperature
using very high resolution FTIR spectroscopy in combination with synchrotron radiation. We
were able to analyse the spectrum in the v4 region. We determined the spectroscopic
constants of the v, state for the first time. We have simulated the spectrum at different
resolutions based on these constants. If the UIB at 11.25 pum results from a PAH, it is likely to
be a c-type band because these are the strongest absorption bands of aromatic systems in this
spectral region. The c-type band is easy to identify through its strong Q branch, which should
be visible with a resolution of 1 cm™. The numerous hot bands do not disturb this general
feature. They only make the spectrum in the Q branch region asymmetric.
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Abstract

The phenomenon of electron attachment and solvation in polar molecule ammonia has
inspired the study to further investigate this complex chemical reaction. Ultracold clusters of
ammonia are formed via pickup of NH3 molecules into superfluid He nanodroplets. Electron
attachment to ammonia doped helium nanodroplets supports chemical reactions forming
complexes of the form (NH;),-N,H, . A redshift of the threshold energy for the formation of
these complexes is observed and can be assigned to solvation effects of the ammonia
molecules surrounding the hydrazine anion core.

Introduction

Ammonia is an important substance for engineering applications such as plasma reactors of
the waste treatment or the plasma surface treatment. The outer planets and comets are also
consisting of much ammonia. NHj is supposed to taking part in the synthesis of larger organic
molecules in the interstellar medium, especially molecules relevant for life, i.e., amino acids
and DNA bases [1,2]. The formation of the amino acids upon irradiation of ice, containing
ammonia and other simple molecules, with UV light and high-energy electrons has been
reported [2].

The individual NH; molecules can not bind an excess charge but their association does make
it possible [3]. A free electron can be trapped by solvent reorientation in polar solvents such
as ammonia or water [4]. These solvated electrons form a cavity due to Pauli Exclusion of the
excess electron by the valence electrons of the ammonia[5]. Both Haberland and Kondow
determined the minimum size of ammonia cluster anions to be n = 35 for (NH;),, and n =41
for (ND3),. Photoelectron spectra of (NH;), —41.1100 have been recorded using 2.54eV
photons. The vertical detachment energies in this size range are linear with n™”* and
extrapolate to a value for n = o« that is very close to the measured photoelectric threshold
energy of the condense phase ammoniated electrons [3].

Femto second photoelectron spectra plotted as two-dimensional contour plots of electron
kinetic energy versus pump-probe delay time manifests the temporal behavior of the electron
and anion solvation [4]. More promised, consistent and coherent experimental studies are
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required to fully grasp the understanding and unravel the electron solvation in ammonia. We
report in this contribution the novel method of cluster formation by doping ammonia
molecules in helium nanodroplets at 0.37K. Ammonia cluster anions maintain this
temperature by evaporation of helium. Further the evolution of ammonia cluster anions is
recorded as a function of the kinetic energy of the projectile electron.

Experimental

Since the main parts of the experimental set-up have already been described in our previous
contributions [6,7], a brief overview is presented here. The helium droplets are formed by
supersonic expansion of high-pressure (30 bar), high-purity helium gas (>99.9999%), which
flows through a S5pm aperture into vacuum. Before expansion, the gas is also cleaned and pre-
cooled by a liquid-nitrogen cold trap and cooled down to 12K by a closed cycle helium
cryostat. The pressure in the chamber where expansion takes place is kept below10™ Pa by a
1200 I/s turbo-molecular pump. Under these conditions, the average droplet size is expected
to be several 10* atoms [8]. The flow of the helium droplets and He gas emerging from the
aperture is skimmed 10mm downstream to block most of the He gas while letting through the
inner, colder part of the expansion plume. The unperturbed central beam of helium droplets
then passes into another vacuum chamber. High purity ammonia gas is introduced via needle
valves into the vacuum chamber. Ammonia (purity 99.95%) is introduced into the
differentially pumped pickup chamber. Optimum conditions are obtained for a dopant
pressure between 10 and 2x10~° Pa. After the passage through a second skimmer, the
helium droplets enter another vacuum chamber where they intersect an electron beam of a
Nier-type ion source. The energy resolution of the electron beam is around 1 eV, while the
electron current is set to 20 pA for measuring mass spectra and ion efficiency curves to
achieve optimum conditions of ion source for anions.

Results and Discussion

The mass spectrum shown in Fig. 1 shows two cluster anions at m/q =117 and 134 that can be
assigned to (NH3)s'"N,H, and (NH3)s'N,H, . SF¢ was introduced in small amounts into the
ion source chamber to calibrate the mass scale with help of the anions SFs and SF¢ that
dominate the mass spectrum with their isotopomers due to **S, **S and **S, respectively. In
contrast to cluster anions of water or biomolecules no He atoms bind to the hydrazine
ammonia cluster anions.

The anion efficiency curves in Fig. 2 indicate that hydrazine ammonia clusters are efficiently
formed at two different resonances, i.e., a narrow resonance at very low energies (about 2eV)
and a second broad feature between 5 eV and 17 eV. The third peak centered at about 22 eV
can be assigned to inelastic scattering of the electron at a He atom prior to the interaction with
the ammonia core. With increasing cluster size a clear shift of the first resonance to lower
electron energies can be seen. This redshift is a consequence of the solvation of the hydrazine
anion in ammonia.
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Fig.1 Mass spectrum of the ammonia cluster anions and SFy as calibrant on stagnation
conditions of 12K, 30bar and ammonia pressure in the pick up chamber 4.5mPa.
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Fig.2 Anion efficiency curves of (NH3)yN,H,;, (NH;)ssN.H; and (NH3)yN,H, . Stagnation
conditions are 12K, 30bar and ammonia pressure in the pick up chamber 4.5mPa.
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Trajectory simulation of direct three-body recombination of ions in the system Cs" + Br + Xe
has shown that simultaneous collision of three particles is not the unique mechanism of
stabilization of a formed molecule [1]. For the purpose of more accurate definition of
recombination model we investigated the influence of delay of a stabilizing particle relatively
the moment of the closest rapprochement of ionic pair. Figure 1 shows that recombination
probability quickly falls with growth of value of delay, decreasing in 2 times for a delay 0,1
and in 4 times for a delay 0,2 in comparison with recombination probability for direct three-
body mechanism.

0,005

0,004 1

Cs + Br + Xe -> CsBr + Xe
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Recombination probability, arb. units

Fig.1. Dependence of probability of recombination of ions Cs* and Br from value of a delay
of an arrival time of the third atom to the point of a meeting of ionic pair. The arrival time
delay is specified in shares from time corresponding to simultaneous collision of three
particles.
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Dynamics of formation of ionic complexes RCs" and RBr in the systems CsBr + R, where
R=Hg and R=CsBr, has been investigated by quasiclassical trajectory technique at the range
of collision energies from zero to 20,0 eV. Masses of atom Hg and molecule CsBr differ
slightly, but potentials of interaction in two systems are essentially various. Calculations
show that for both systems the excitation function for complex RCs" has almost symmetric
narrow bell-like shape with the maximum at 4,0-5,0 eV, and for collision energies above 8,0
eV the cross section falls to zero (figure 1(a)). Excitation functions for complex RBr are
wider significantly, cross sections reach a maximum at energies 8,0-9,0 eV and further
decrease with growth of collision energy (figure 1(b)). It is necessary to note, that cross
sections of both ionic complexes formation in the system CsBr + Hg are characterized by the
values of one order in a maximum of excitation functions, while for system CsBr + CsBr the
maximal value of cross section of formation of complex CsBrCs" exceeds similar value for
complex BrCsBr™ almost in 15 times.
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Fig.1. Excitation functions of formation of ionic complexes RCs+ (a) and RBr- (b) in the
systems CsBr + R, where R=Hg and R=CsBr.
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We present results from measurements of argon clusters formed upon pick-up in helium
droplets [1]. The experimental setup consists of a He-cluster source (supersonic expansion), a
pick-up chamber and a sector field mass spectrometer (reverse BE geometry) with a Nier-type
ion source for electron ionization. The cluster source expansion conditions and the partial
argon pressure determine the neutral Ar-cluster size distribution. Therefore, within the
limitations of the experiment, it is possible to produce clusters mainly in a chosen size regime
with a smooth distribution. The investigations include attachment of helium to argon atoms
and clusters, size distributions of pristine Ar-cluster ions and a possible icosahedral shell
closure at Arss'. A previously found abundance for ArHe;," (Callicoatt et al. [2]) was
confirmed and also mixed clusters of argon and helium (ArxHey") have been identified. Our
measurements on Ar-cluster size distributions show largely the same features as distributions
formed by different techniques where the clusters are considered boiling hot. Surprisingly,
even the ultracold helium matrix is unable to quench the fragmentation of Ar-clusters upon
ionization. An indication for closure of the second icosahedral shell has been found in the
presence of N,, O, and H,O contaminations in the pick-up chamber. These impurities form
ionic cores of Ar-clusters exhibiting a pronounced magic number for Ars,N,", Ars;0," and
ArssH,O" that can be interpreted as closures of icosahedral shells, while the pristine Ar-
clusters show no abundance anomalies.
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Abstract

In large-scale ozone generators, low-power consumption, robustness of operation, and
minimum maintenance requirements are of the highest importance. Essentially all industrial
ozonizers use filamentary dielectric barrier discharges (DBDs) with pure O, or air as the feed
gas. Hydrocarbons, in particular methane (CH,), even in concentrations of only 50 ppm in
the feed gas, have a deleterious effect on the maximum achievable ozone generation
efficiency, particularly in the presence of N,. This has been attributed to a complex sequence
of surface reactions initiated by the plasma chemistry in the O, + CH4 (+ N,) gas mixture in
the DBD microplasma filaments. Here we report results of experiments aimed at elucidating
the influence of the HC presence in the ozonizer feed gas on the surface conditions of the
DBD celectrodes and, in turn, on their effect on the ozone generation efficiency.

Introduction

A variety of factors influence the design of modern ozone (O;) generators. Low electrical
power consumption, ease of operation, reduced down-time, and low maintenance are of the
highest importance in ozonizers for large-scale industrial applications. On the other hand,
smaller scale applications place a premium on ease of operation and reduced cost per ozonizer
unit over power efficiency. The scale of the ozonizer required for a specific application has
led to a vast range of different ozonizer designs. The current status of O; generator technology
and the state of the existing scientific understanding of O; generation has recently been
reviewed by Kogelschatz [1]. While O; can be produced by chemical or photolytic methods,
these approaches have been confined to small-scale laboratory applications [2,3]. Small
amounts of Os can further be created by electrolysis in electrochemical cells, a process almost
exclusively used for the preparation of ultrapure water for manufacturing processes in the
microelectronics and pharmaceutical industries [4]. Most commonly, O; is generated in
electrical discharges using a variety of corona discharges [5] or dielectric barrier (or “silent”)
discharges (DBDs) [6] at ambient temperature and pressure. Essentially, all large-scale
industrial ozonizers use DBDs, which create non-equilibrium filamentary discharges [1,6]
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either in (dry) air, pure oxygen, or controlled oxygen/nitrogen mixtures. The typical large-
scale O; generator design has a grounded outer electrode that serves as a gas/water tube heat
exchanger and that surrounds a tubular inner electrode covered with a dielectric material,
which is connected to a high-voltage power source. The feed gas processing occurs in
filamentary DBD microdischarges between these two electrodes. Different engineering
realizations generally differ in the diameter, length, and arrangement of the tubular electrodes,
along with the type of the dielectric material that covers the inner electrode. The dielectric
serves an essential function by limiting the amount of charge transported by a single
microdischarge and is an important factor that determines the spatial distribution of the
microdischarges across the electrode area [6]. Maintaining the discharge gap and the thickness
of the dielectric layer within very tightly controlled tolerances guarantees a homogeneously
(i.e., nearly statistically) distributed filamentary DBD pattern and, therefore, facilitates
constant and reproducible feed gas processing.

Trace concentrations of hydrocarbons (HCs), especially the presence of methane (CH,), are
known to have a deleterious effect on the O; generation efficiency. This is generally attributed
to a surface contamination of the powered electrode due to plasma chemically induced gas
phase reactions. Here we report the results of a series of experimental studies aimed at
elucidating the details of the surface effects resulting from the plasma chemistry in O, + CH,
gas mixtures (which often also contain some N;).

Experimental Details

All experiments were carried out in a standard Ozonia single-tube ozonizer (AT98
configuration), which is used in oxygen-fed, large-scale ozone generation plants. This
particular ozonizer has a constant power induction and is therefore a classical representative
of a constant feed gas processing ozone generator. The test rig utilized in our studies had the
following main components:

— 450 kVA power supply with a kHz regime capable transformer

— Standard tube with 4 electrodes per tube

—  Mass flow controller for oxygen, nitrogen and other gases

—  Back-pressure control loop with pressure controller

— UV/Visible absorption spectrometer with cuvette for ozone concentration measurement
— IR absorption spectrometer for measurement of NOy and other side products

— Gas and cooling water temperature sensors at generator inlet and outlet

—  Gas pressure sensors at generator inlet and outlet

— HV and current probes connected to a 3-phase power meter

—  Chiller with cooling water mass flow controller

—  Oscilloscope for peak voltage and breakdown voltage determination

— Various surface analysis tools
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Results and Discussion

Under all operating conditions, surface deposits on the powered electrode began to appear in
the presence of HCs in the feed gas. In general, the amount of deposits increased from the
inlet to the outlet of the ozonizer tube and the time for formation of a specific deposit
depended critically on the power induction, the level of HC contamination, and the presence
of N, in the feed gas (for the same dielectric material !). For moderate power induction and
HC concentrations below about 100 ppm and with no discernible N, in the feed gas, the
deposits were found to build up only very slowly and were limited to the region near the exit
of the tube. The effect on the O; generation efficiency was only marginal. The absence of the
formation of deleterious sticky deposits (see below) under these operating conditions is
attibuted to a balance between deposit formation processes and deposit removal by sputtering

(vaporization). This is shown symbolically in the diagram below.
I
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We note that thin deposits formed on the powered electrode could be removed completely by
operating the ozonizer in pure (i.e. HC-free) O, as long as the initial HC concentration in the
feed gas was below about 1000 ppm. We reiterate that the absence of N, is critical here.
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By contrast, the presence of N, in the feed gas (even at concentrations as low as 50 ppm)
causes sticky deposits to build up within minutes of operation and, before long, the entire
tube, with the exception of the area very close to the inlet, is covered with this deposit. The
thickness of the deposit increases towards the exit of the ozonizer tube. We attribute this
sticky deposit, which can cause a decline in the maximum O; generation efficiency of as
much as 30%, to the formation of nitric acid in the presence of HCs and N, in the O, feed gas
as shown schematically in the diagram above. Under these operating conditions, it is
apparent that the efficiency of the removal of the deposit by sputtering and/or vaporization is
most sufficient to counteract the processes that contribute to the formation of the sticky
deposits. As a result, deposits form and build up over time.

Further details of the specific experiments that were carried out as part of this study, in
particular studies aimed at correlating the presence of surface deposits to the achievable
maximum O; generation effiicency, will be presented and discussed at the Conference.
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Abstract

A tooth-whitening process with H,O, enhanced by the application of a direct current
atmospheric-pressure cold plasma microjet (PMJ) is presented. Compared with the standard
clinical method of using H,O, alone, a significant improvement of the tooth-whitening
process was observed when the PMJ was applied. The tooth surface temperature was
monitored for safety considerations and it did not exceed 37 °C at 1 cm distance between the
exit nozzle of the plasma device and the tooth for a treatment time of 20 min. This plasma-
enhanced tooth-whitening method could have promising new clinical applications.

Introduction

Tooth-whitening is of great popularity and importance in cosmetic dentistry. The color of
teeth is determined by the combined effects of their intrinsic color and the presence of
extrinsic stains formed on the tooth surface from e.g. fried food, beverages (tea, coffee, red
wine), chemicals, and smoking. Tooth stains are mainly composed of single-bond or double-
bond organic compound chromophores. Conventional tooth-whitening treatments are based
primarily on bleaching using H,O,, however, the exact mechanism is not fully understood
[1,2]. Home bleaching uses low levels of whitening agent applied to the teeth via a mouth
guard which is worn for about 2-4 weeks. In contrast, in-office bleaching generally uses
relatively high doses (25-35% H,0,) for a quick effect. Some approaches use light sources to
accelerate the bleaching process [3-6]. Non-thermal plasmas have recently attracted much
interest in biomedicine due to their potential application in bacteria inactivation, tissue
sterilization, blood coagulation, wound healing, and treatment of corneal infections, dental
diseases, and possibly cancer [7-16]. Here we report results of the bleaching of extracted teeth
induced by H,O, and enhanced by a dc atmospheric-pressure cold plasma microjet (PMJ).

Experimental Details

The PMJ device is comprised of two metal electrodes separated by a dielectric layer ~ 0.5
mm thick. The openings in the two electrodes were ~0.8 mm in diameter. The high-voltage
electrode was completely embedded in the device and powered by a DC power supply
(negatively biased). The outer electrode was grounded for safety considerations. Compressed
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air was used as the working gas at a flow rate of ~ 2 slm. The discharge sustaining voltage
was in the range of 400-600 V with an operating current of 20—35 mA. For a detailed device
description, please refer to [8]. The generated PMJ was usually between 8-10 mm in length.
Fig. 1a shows a picture of the PMJ and fig. 1b shows the schematic experimental setup.

Power
Supply Gas Input

(a) (b)

Fig. 1. (a) Picture of the atmospheric pressure cold plasma microjet (PMJ); (b) schematic diagram of
the PMJ treatment of extracted tooth (clinical H,O, gel was applied to tooth surface every 30 seconds)

Clinical H,O, gel containing 35% H,0,, was used in this study. Sixty intact caries-free human
teeth were chosen from among premolars extracted for orthodontic reasons and were divided
into three groups. The teeth in group A received H,O, gel only and were kept at room
temperature (RT) for 20 minutes; the teeth in group B received H,O, gel and were treated
with the PMJ (0.5-0.54 kV, 30 mA, air flow rate: 2 slm) for 20 minutes. In order to eliminate
the effect of the increase in temperature due to the PMJ treatment, a third group of teeth
(group C) received H,0, gel and were placed into an incubator (38°C) for 20 minutes.

Results and Discussion

Photographs of typical teeth from group A (top) and B (bottom) before (left column) and after
(right column) the tooth bleaching treatment are shown in fig. 2. The teeth in group B showed
clearly a much more pronounced whitening effect than group A.

Fig. 2. Photos of teeth before (left) and after (vight) 20min whitening
treatment, without (top) and with (bottom) PMJ treatment.

rises above 42 °C, the tooth surface temperatur was evaluated for a

plasma treatment with a distance of 1 cm between the tooth and the

PMJ exit nozzle. It was found that the tooth surface temperature

stabilized at 37 °C after 8 min of PMJ treatment, which is well

r ' ' below the critical temperature. Therefore, the PMJ treatment does
not introduce safety issues related to the tooth surface temperature.

) However, other potential safety issues arising from ultraviolet light

J Since teeth nerves will be severely damaged when the temperature

irradiation, ozone, nitric oxide due to the PMJ application are not
considered here, but will be studied in the very near future.
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Scanning electron
microscopy  (SEM)  was
employed to evaluate the
tooth surface morphology
after  different bleaching
processes. Fig. 3 shows SEM
photographs of a control
tooth, a tooth treated with
H,0, gel and a tooth treated
: ST el with H,O, gel and the PMJ.
X 10000 * 10000 % 10000 No noticeable changes in the

Control H,0, H;0, + PMJ tooth surface morphology

Fig. 3. SEM photographs of the tooth surface after different were | . observed at

bleaching processes magnifications of 5,000 and
10,000.

In conventional tooth bleaching with H,O, gel, it is not clear which reactive agent is
responsible for the key chemical reactions, the hydroxyl radical (OH) or reactive oxygen
species generated from the dissociation of H,O,. Hydroxyl radicals are strong oxidants with
an oxidation potential of 2.8 eV. When H,0, is exposed to the PMJ in our experiments, OH
radicals may be generated from (1) UV activation of H,O, or (2) the reaction of H,O, with
plasma activated species (including atomic oxygen, ozone, or O,"). Furthermore, perhydroxyl
(HOO), the direct conjugate of the superoxide radical may also be an important species in the
bleaching process.

In one model, it is believed that OH reacts with the chromophores and breaks macromolecular
stains into smaller stain molecules [17]. We evaluated OH in a solution consisting of 40 pL
H,0, (30%), 40 uL 5,5-dimethyl-1-pyrroline-N-oxide (DMPO, 0.4 mol/L), and 1 mL
deoxidized water with ESR spectroscopy spin-trapping with DMPO as the OH trapper. The
control group was exposed to an air flow for 1 min and the test group was exposed to the PMJ
treatment for 1 min. It was found that the generation of OH nearly doubled as a result of the
PMJ exposure. Other bleaching reaction mechanisms have also been proposed.

Lastly, we note that preliminary studies using a PMJ treatment in the absence of H,O, gel
seemed to yield whitening results that were comparable, if not superior, to the results
obtained with the H,O, gel and the PMJ.
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Abstract

The use of proton transfer reaction mass spectrometry for trace gas analysis has grown at pace
since its development and commercialisation in the mid 1990s [1]. Specific areas of
application include atmospheric chemistry, environmental chemistry, plant and tree
emissions, food science and medical sciences. Central to using a proton transfer reaction mass
spectrometer (PTR-MS) are the reactions occurring within the drift region of the instrument.
An operational choice must be made for the optimum ratio between the applied electric field,
(E) and the number density, (). The choice of reduced electric field strength, E/N, affects the
profile of the reagent ion signal as well as affecting the energy of the ion collisions. Few
studies have analysed the effects that changing this ratio has on the fragmentation ion
chemistry of an organic compound family [2].

The aim of this study is to provide valuable information to the PTR-MS community regarding
the fragmentation behaviour of alcohols in a PTR-MS drift tube. Product ion branching ratios
for a series of saturated alcohols ranging in carbon number from methyl alcohol to hexyl
alcohols will be presented. The table shows the proton affinity, molecular weight and
chemical formula of the series investigated.

Each compound was analysed using a PTR-MS over a range of drift tube E/N settings from
92 to 138 Td, in approximately 5 Td intervals. Where concentration dependencies were
observed the flow rate was extrapolated to zero flow. The concentration of analyte was
adjusted using a syringe pump, as shown in the figure. Results will be reported for each
alcohol with identification of observed fragments and some explanation of the fragmentation
reactions and chemistry.
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Chemical Name (proton affinity /kJ mol™)

Chemical Formula (mw)

Methanol (754.3)

CH,OH (32)

Ethanol (776.4) C,HsOH (46)
1-Propanol (786.5) C;H,0H (60)
2-Propanol (793.0) C;H,0OH (60)
1-Butanol (789.2) C4HyOH (74)
Isobutanol (793.7) C4HyOH (74)
tert-Butanol (802.6) C4HyOH (74)
2-Butanol (815.7) C4HyOH (74)
Cyclopentanol CsHyOH (86)
1-Pentanol CsH,,0H (88)
Cyclohexanol CeH;;OH (100)
1-Hexanol CsH150H (102)

3,3, Dimethyl-2-butanol

CoH,;0H (102)

Table: Proton affinity, molecular weight and chemical formula for each compound in the
investigated series[3]

N,

1

Syringe

T

PTR-MS

Figure: Block diagram of the experimental set-up used, showing how the alcohol vapour was
introduced to the PTR-MS via a flow of oxygen free nitrogen.
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When ammonia and hydrogen chloride vapors mix, they form a white cloud due to the
formation of ammonium chloride microcrystals. However, when single molecules of
ammonia and hydrogen chloride form neutral hetero-dimers, they do not proton transfer (they
do not react). We explored the ability of an excess electron to induce proton transfer in these
systems by forming the negative dimer anions, [(NH;)(HCI)], and we found that a single
electron is sufficient to induce proton transfer and thus salt formation in these systems. The
specific mechanism for electron induced, proton transfer involves the formation of dipole
bound states and Rydberg molecules. We have enjoyed theoretical support and collaboration
in this work with M. Gutowski.
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Herein, we present ab initio calculations of the prototypal radical-radical reactions of ground—
state atomic oxygen [O(CP)] with methyl (CH;) and ethyl (C,Hs) radicals. The reaction
mechanisms and dynamics were investigated using the density functional method and
complete basis set model. In both radical reactions, two distinctive pathways were predicted
to be in competition: addition and abstraction.

The barrierless addition of OCP) to the hydrocarbon radicals led to the formation of energy-
rich intermediates that underwent subsequent isomerization and decomposition to yield
various products. The products predicted to be found were H,CO + H, '"HCOH + H, and
3CH, + OH for OC’P) + CH; and H,CO + CH;, CH;CHO + H, ¢-CH,OCH, + H, '"CH;COH
+ H, '"HCOH + CH;, CH,CHOH + H, C,H; + H,0 and CH,CH, + OH for OCP) + C,Hs.
The minor H-atom abstraction mechanisms producing 3CH, + OH and CH,CH, + OH were
calculated to compete with the addition processes in both title reactions.

With the aid of microscopic statistical calculations, the major pathways were predicted to be
the formation of H,CO + H for O(3 P) + CHj; and that of H,CO + CH; and CH;CHO + H for
OCP) + C,H; through the low-barrier, single-step cleavages of the addition intermediates.

The characteristics of the major reaction channels were compared with the experimental
results reported in the gas-phase kinetics and crossed-beam investigations.
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Introduction

The extensive number of spectroscopy studies with doped helium droplets shows
impressively the ability of superfluid helium droplets for preparation of cold targets [1,2].
Any species embedded will be cooled down to 0.37 K which allows the preparation of
complex fragile species in the interior of the droplet. In contrast to the vast amount of optical
spectroscopy, the inelastic electron scattering with doped helium droplets has been less
studied. So far most investigations in this research field covered electron ionization of doped
helium droplets (e.g. Refs. [3-5]). In that case an initial helium atom at the surface of the
helium droplet is ionized and after subsequent charge transfer via several helium atoms the
hole finally localizes at the dopant molecule or cluster inside the helium droplet. This
different ionization mechanism compared to molecules in the gas phase can lead to
substantial modification of fragmentation pattern upon electron impact ionization. In contrast,
electron injection into helium droplets is characterized by the formation of a metastable
electron bubble inside the helium droplet. Within a few picoseconds after entering the
conduction band the electron will be localized in such cavity of 17 A radius. Subsequently,
the electron undergoes either autodetachment from the droplet or it may attach to a dopand
inside the helium droplet to form a temporary negative ion.

Positive and negative ion formation in doped helium droplets are studied in our working-
group. In the present experiment we have studied Cg in helium droplets. In the course of the
present experiments we observed that the strongly hydrophobic Cg efficiently forms clusters
with residual water molecules inside helium droplets. In order to investigate these remarkable
reactions inside helium droplets we have doped helium droplets with Cgy and H,O in a
controlled manner. The experimental results are interpreted by means of ab-initio Hartree-
Fock calculations.
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Experimental

Our group has constructed a helium droplet source [6] which was initially used to study the
electron ionization of pure helium droplets, as well as the metastable decays of small helium
cluster ions. Recently we modified the helium droplet source by adding a pick up chamber
with oven, pick up cell and external gas inlet which allows to dope cold superfluid helium
droplets with various molecules. Currently the droplet source is mounted at a double focusing
two sector field mass spectrometer. Neutral helium nanodroplets are produced by expanding
helium from a pressure of 15 bar through a 5 pm nozzle, cooled to 9.6 K by a closed-cycle
refrigerator, into vacuum. After passing a 0.8 mm skimmer the droplets enter the pick-up
region. Cg is vaporized in an oven at temperature of ~460K.

Most helium droplet are doped with up to two molecules before they enter the ion source
chamber. The Nier type ion source of the mass spectrometer is capable to produce both
positive and negative ions formed upon inelastic interaction of electrons with the doped
droplets. Tons formed are accelerated through a potential drop of 3 kV and are then mass
analyzed with the two sector field instrument. After passing a first field free region, anions
are selected according to their momentum (mass) by a magnetic sector field. Then they pass a
second field-free region, until they are finally transmitted through an electric sector field to a
detector which is a channeltron type of secondary electron multiplier operated in the single
pulse counting regime.

Results

When measuring the electron ionization mass spectrum above the mass of the parent ion Cq ',
we obtain a series of Cﬁo(HzO)n+ cluster ions with a strong local abundance maximum for
Ceo(H,0)4" (see Figure 1). The magic cluster can be ascribed to an enhanced thermodynamic
stability of the cluster ion in terms of an increased evaporation energy for loss of a monomer.
This explanation is also confirmed by our calculations of evaporation energies by means of
Hartree-Fock calculations and the 3-21G double zeta basis set which are to our knowledge the
first ab-initio studies for Ceo(H,0), .

A further remarkable result is the appearance of dehydrogenated water cluster ions with a
particular strong abundance for the monomer, C¢(¢OH". We propose a novel mechanism via an
ion-molecule reaction of a doubly charged Cg’" with water clusters. Formation of Cg*" in
ionized helium droplets is energetically possible since the ionization energy of helium (24.6
eV) exceeds the double ionization energy of C60 (19 eV). Details of possible reaction
pathways will be presented.
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Fig.1 Electron ionization mass spectrum of Cgo(H>0), doped helium droplets.

In case of electron attachment we have measured the ion yields of Cgy~, CoD,O and (Cqg), .
Electron capture by isolated Cg represents the prototype of a non-dissociative electron
attachment reaction which yields long-lived parent anion up to electron energies of more than

12 eV. The decline of the anion yield at these energies is explained by thermally activated
autodetachment.

The low temperature of Cs inside helium droplets leads to efficient cooling of the nascent
anions via evaporation of helium atoms from the droplet. The measured spectra are compared
with calculated breakdown graphs for autodetachment. The comparison of the breakdown

graphs with the yields for C4oD,O and (Cg), anions leads to the results that for these anions
dissociation is in competition with autodetachment.
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Cavity enhanced saturation spectroscopy of NH;
in the near infrared
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ETH Ziirich, Laboratorium fiir physikalische Chemie, peter.dietiker@phys.chem.ethz.ch

Quite often a line by line analysis of measured infrared (IR)-spectra is complicated due to the
congestion of overlapping lines and resolution being limited by the Doppler widths. If only a
few lines are overlapped, a line shape analysis for overlapping lines can result in reliable line
positions. But the method will fail if the lines are too close or if too many lines are
overlapped. Then sub-Doppler methods have to be applied in order to reveal the exact line
positions. We applied cavity enhanced saturation spectroscopy to determine the line positions
of congested parts of the near-IR spectrum of NH; around 6600 cm™. The measured dip
positions are compared to line positions obtained from a multiline fit of measured Fourier
transform infrared (FTIR) spectra recorded with an instrumental bandwidth significantly
smaller than the Doppler width.

Introduction

To simulate infrared or near infrared spectra for astrophysical and atmospherical applications,
and also for our work preparing to measure spectroscopically the tiny parity violating energy
difference A, E between the enantiomers of chiral molecules [1], a line by line analysis of the
complex absorption spectra of polyatomic molecules is indispensible. Unfortunately, quite
often the analysis is hindered due to overlapping lines, even for small molecules like NH3,
CH,4 or C,Hy. This congestion can often be removed by reducing the number of populated
levels and the inhomogeneous linewidth if the spectra are measured at low temperature in a
molecular beam. But for the simulation of spectra at higher temperature the results from the
analysis of the higher rotational levels and rovibrational excited states have to be included
and saturation spectroscopy can be applied to remove the inhomogeneous Doppler-
broadening of the absorption lines. Flexible molecules with large amplitude motions are ideal
model systems to derive intramolecular energy flow and unimolecular isomerisation
dynamics from molecular spectroscopy, combined with theoretical models. Due to the
inversion at the nitrogen atom ammonia and its deuterated isotopomers have been prototype
molecules for such investigations [2-4]. Already above 6000 cm™, corresponding to an
excitation energy of 75 kJ/mol, the rovibrational infrared spectrum is far from being
completely understood [5-8]. For NH; four different vibrational bands approximately assigned
as 2v; vi+vs, 2v; and v,+2v; are observed in the spectral range around 6600 cm’!, where each
one is split into two tunneling components. Therefore the infrared spectrum is quite
congested. In addition the analysis is more difficult as the bands are coupled through Darling-
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Dennison or Fermi resonances. Rotational constants for a number of these bands have been
obtained from microwave optical double resonance experiments and diode laser
measurements [5,8]. Based on ground state combination differences obtained from FTIR
spectra Lundsberg-Nielsen ef al. [5] published assignments and line strengths for a number of
rovibrational transitions of the v;+v; and 2v; band between 6400 and 6800 cm™. However,
large discrepancies are obtained if the positions of their assigned lines are calculated with
both sets of published rotational constants from reference 5 and 8.

To resolve these discrepancies and to improve the assignment, more precise data recorded
with sub-Doppler resolution are useful. We have compared the results from intracavity
enhanced saturation spectroscopy with a line shape analysis based on a multiline fit to FTIR
spectra recorded at 300 K and 180 K recorded with an instrumental bandwidth smaller than
the Doppler width.

Experimental

We have used a tunable external cavity diode laser with an output power of 5 mW and a line
width smaller than 300 kHz for a detection time of 50 ms. Two CaF, beam splitters reflect a
small fraction of the laser light into a glass cell filled with a reference gas and to a single
mode optical fiber for absolute and relative frequency calibration respectively. The single
mode fiber has a length of 2 m, resulting in a free spectral range of 50.022 MHz. The fiber
was kept in a covered box and its temperature is actively stabilized to better than 0.5 K,
resulting in a stability of the free spectral range of the fiber etalon to better than 10 kHz. For a
rough frequency estimation a fraction of the laser beam was sent to a wavemeter (Burleigh
WA-1500) having a specified accuracy of 0.002 cm”. An EOM creates side-bands with 30
MHz separation from the center frequency of the laser. Two spherical mirrors with very high
reflectivity (R ~ 0.9999), radius of curvatures of » = -1 m and a separation distance d =48 cm
form a stable cavity. It is placed in a vacuum chamber, which allows precise control of the
sample pressure inside the resonator from 0.1 Pa to 20 Pa. The length of the cavity is tuned
with a piezo-voltage-amplifier in resonance with the laser frequency and using the Pound-
Drever-Hall method the laser is locked to a cavity mode. To ensure a stable scanning process
and a very efficient coupling of the laser light to the cavity, the laser beam was mode-
matched to the cavity modes through a set of lenses. Depending on the sample pressure a
laser intensity of 100-250 W/cm® is obtained inside the cavity. To tune across a set of
absorption lines a slow voltage ramp was applied to the piezo transducer of the cavity and the
signal transmitted through cavity was sent to a photodiode. With a ramp-scanning period of
30 s we achieved a tuning range between 0.5 GHz and 3 GHz (0.015 - 0.1 cm™). Four signals
were recorded simultaneously and stored on the oscilloscope (LeCroy 6030): the ramp
voltage, the intensity transmitted through the cavity, the reference cell and the single mode
fiber.
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Results and Discussion

For the pressure range of 0.4-5 Pa used in the experiments applying sub-Doppler-techniques
three broadening effects have to be considered: Pressure broadening, power broadening and
transit time broadening. The contribution from each of these effects is estimated to be
between 0.1 and 1.0 MHz, depending on the exact experimental conditions. The contribution
from the natural linewidth is at least two orders of magnitude smaller and can be neglected.
The width of the measured dips varied between 1 and 4 MHz. Some of the broadening,
especially for the smaller J-lines may arise from the hyperfine splittings of the N-atom, which
are on the order of several hundred kHz and could not be resolved.

For the FTIR spectra the spectral lineshape is given by a convolution of the instrumental line
shape function with a Gaussian Doppler profile. The width of the instrumental line shape was
obtained as an average from a fit of the instrumental line shape function to a number of
isolated lines. For strongly overlapping lines the position and the intensity of the individual
lines were then obtained from a nonlinear fit of the superposition of different lines to the
measured spectrum, where the line positions from measured dips were used as starting
positions.

1.04 Figure 1: Comparison of a measured dip
§ 08T spectrum (lower trace) to a multiline fit to the
£ 067 FTIR-spectra measured at 298 K (upper trace).
£ 04+ The vertical lines give the positions and
g 02t intensities of the individual absorption lines.
T ool Eight different lines have been identified in the

0.8 . N
> saturation spectra. For a better visibility the
E measured dips are indicated by a circle. One
= additional line is included in the fit on the low
3 frequency side of the FTIR spectrum.
£
(]
= 1
£
[ 0.0 ; | 4 | ; |

6612.68 6612.72 6612.76

(Elhc) I (cm™")

In figure 1 a cluster of eight overlapping lines is shown. The lower trace represents the light
intensity transmitted through the cavity and the measured dips are indicated by a circle for
better visibility. The upper trace shows the transmittance of the measured FTIR spectrum at
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room temperature. The measured line positions obtained from the dip spectrum and from the
multiline fit of the FTIR spectrum are summarized in table 1 together with the measured dip
widths and the pressure conditions. In general a good agreement is obtained between the dip
positions and the results from the FTIR spectra. The accuracy of the measured dip positions is
very much dependent on the accuracy of the line positions of the reference gas used.

Trans- Evi4vg—uv, /hc FWHM | p | Ref. Trans- Ey 4v3—v, /he FWHM | p | Ref.

ition cm~! MHz | pbar | Gas ition cm~1! MHz | pbar | Gas
FTIR Lamb-Dip FTIR Lamb-Dip

- 6612.6581 | 2.42 10 | CHy 2,D)(2,0)a | 6612.7174 | 6612.7171 1.42 10 | CHy

- 6612.6749 | 6612.6723 1.37 10 | CHg 2,1)(2,0)a | 6612.72373 | 6612.7224 | 2.115 10 | CHg

(1,1)(1,0)s - 6612.6956 | 1.72 10 | CHy (2,1)(2,0)s | 6612.73596 | 6612.735 2.98 10 | CHa

(1,1)(1,0)s | 6612.70045 | 6612.7028 1.56 10 | CHa (3.1)(3,0)a | 6612.75426 | 6612.75248 1.71 10 | CHa

Table 1: Comparison of the transition frequencies obtained from FTIR and Lamb-Dip
spectroscopy of figure 1. Preliminary assignments of the shown lines are taken from
[6,7,8] and are given in the column headed “Transition” as (J',K’)(J"",K")inversion symmetry-
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The Formation and Dissociation of Small Molecular lons
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! University College London, Department of Chemistry, 20 Gordon Street, London, WCI1H 04J, UK

The ionisation of small molecules is an important fundamental process in many
environments, such as in plasmas, which are formed of ionised media, and in planetary
atmospheres, where high energy radiation is likely to cause single and multiple ionisation.
Any ionised species formed following ionisation can play a significant role in the chemistry
of their environments. Therefore, to accurately model such environments accurate and
reliable information is required on the formation efficiency of any ions and ion fragments the
may be formed. This data is usually presented in the form of total or partial ionisation cross-
sections (PICS). Total ionisation cross-sections give a measure of the total number of ions
produced following the passage of a number of electrons or photons through a target gas of
known uniform number density. To determine PICS requires the additional identification of
the products from the ionisation events, rather than just counting the total number of ions
formed.

Using a time-of-flight mass spectrometer (TOFMS) coupled with a 2D ion coincidence
technique, ionisation cross-sections of methanol (CH;OH) and hydrogen sulphide (H,S) have
been investigated, together with the dissociation of their single and multiply charged ions.
The ionisation of methanol, the simplest alcohol, is a process of particular interest to
astrophysicists, as methanol is one of the most abundant molecules detected towards various
astrophysical regions such as in comets [1-3], and protostellar regions [4,5], 'where ionisation
events are relatively common. Hydrogen sulphide has also been detected towards various
astrophysical regions, including comets [6], giant molecular clouds [7] and star forming
regions [8], with both the neutral and ionised products formed following ionisation of H,S
playing significant roles in the chemistry of such regions [9-11].

Our 2D mass spectrometric experiments carried out allow us not only to produce PICS but
also precursor specific PICS. These precursor-specific relative PICS represent the relative
cross-section for forming a fragment ion X" by single (n = 1), double (n = 2) and triple (n =
3) ionisation. For example o;[H'] represents the formation of H" resulting from dissociative
single ionisation of the parent molecule, whereas o,[H'] and o;[H'] represent the formation of
H" from dissociative double and triple ionisation of the parent molecule respectively.
Additionally detailed information on the dynamics of the dissociation of any parent dication
or trication formed can also be obtained. This information shows that the contribution from
multiple ionisation to the total ion yields of various molecules are more significant than
previously thought. In fact many previously measured ionisation cross-sections are
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inaccurate, due to the loss of the highly energetic ion fragments formed from the dissociation
of multiply charged ions.

From the relative PICS and precursor-specific relative PICS measured following electron
ionisation of methanol, it can be seen that contribution from double ionisation to the total ion
yield reaches a maximum of 20% between ionising electron energies of 150 and 200 eV. The
results also show that although the majority of fragment ions formed following electron
ionisation of methanol are primarily from dissociative single ionisation, others are more likely
to be formed from dissociative double ionisation. In fact the H;" ion fragment is produced
solely from dissociative double ionisation, with no contribution from single ionisation. For
many of the ion pairs that do results form dissociative double ionisation, we have also been
able to determine the KER upon dissociation of the parent dication, together with the
dynamics of the break-up. For example, one such dissociation channel results in the ion pair
CHO" +H,". By examining the peak of this ion pair it has been determined that the methanol
dication (CH;OH™") initially breaks-up into CH;O" + H;", with a kinetic energy release of 2.8
+1.0eV. The H;" fragment then undergoes a secondary brake-up into H," and H.

From the relative and precursor-specific relative PICS measure following electron ionisation
of hydrogen sulphide, it can be seen that contribution to the ion yield from double ionisation
reaches a mazimum of 19.5 % at 100 eV ionising electron energy, and that contribution from
triple ionisation reaches a maximum of 0.3% at 200 eV ionising electron energy. Good
agreement is found between our data and one set of recently published absolute PICS [12], in
which the efficient collection of energetic ion fragments is demonstrated. Conversely
discrepancies are observed with another set of recently published data [13], in which the
majority of calculated relative PICS are smaller than those found here, especially for the
lighter fragment ions. These discrepancies are attributed to the loss of some translationally
energetic fragment ions in this earlier work. However for one ion (H,S™) our relative PICS
are significantly lower. One possible explanation for this difference is that the significantly
higher amounts of H,S™ in this previous data "*! could be due to background OH", resulting
in a peak at m/z = 17 the same as H,S™". This OH" is the result of background water in the
MS-chamber, and is corrected for in our experiments by normalisation to the H,O" peak
observed at m/z = 18 in our mass spectra. KER determinations have also been made for
several of ion pairs formed following dissociation of the hydrogen sulphide dication (H,S™).
Using these calculated KERs, along with thermochemical data [14] on the products of the
break-up reactions, we were also able to estimate precursor state energies of the hydrogen
sulphide dication before fragmentation. Several of these precursor state energies can be
related to previously determined electronic states of H,S™ !, However some of these
precursor state energies lie below the double ionisation potential of H,S, suggesting that the
products from some dissociation channels are formed in excited states.
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The increase of ultraviolet radiation reaching the earth’s surface, caused by the depletion of
the stratospheric ozone layer shows the importance of investigating the effects of UV-induced
DNA damage. DNA is very sensitive to UV radiation since the absorption maximum of DNA
is in the UV region.

UV-radiation is known to induce mutagenic and cytotoxic DNA lesions: e.g. the cyclobutane
—pyrimidine dimers [1]. DNA damage is then also induced by secondary processes which
occur after irradiation, their nature is either physical or chemical. Among them the action by
low energy electrons turned out be highly relevant. This secondary species interact with
molecules by DEA (Dissociative Electron Attachment).

Here we study DEA to a 1,2-dimethylcyclobutane pyrimidine dimer methylated at the
nitrogen atoms. (See Figure below.)

CHs CHs
HH
O N N O

CH; CHj;
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The apparatus used for the presented measurements is a crossed electron/molecule beams-
instrument consisting of a neutral molecular beam source, a Nier-type ion source and a
double-focusing two sector instrument in reverse BE-geometry with high sensitivity. Through
a capillary with the diameter of 1 mm the gaseous molecules effuse directly into the ion
block, where the interaction with the electron beam occurs. Negative ions formed are
extracted into the mass spectrometer. The mass selected anions are finally detected by a
channel electron multiplier.

The electron attachment measurements show a surprising fragmentation pattern at electron
energies only slightly above OeV. The mass spectra reveal that the highest anion fragment is
mass 139 which corresponds to a symmetric cleavage minus one methyl group. This
fragmentation pattern which reminds of fragmentation patterns of explosives like TNT could
perhaps be one reason for the DNA damage caused by these molecules.
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We present study of UV photochemical reactions in several systems. Our main goal is to
elucidate how the photochemistry changes when moving from isolated molecules to larger
complexes — clusters. This approach provides an important bridge between studies of
molecules in the gas phase (which is the case in most of experiments performed nowadays)
and the processes which are happening in real systems (e.g. biochemical or atmospherical
processes).

Experimentally, we measure kinetic energy distributions of photofragments in crossed beam
setups. Two apparatuses are utilized in present work: (i) the molecular beam apparatus used
for studies of isolated molecules and (ii) the cluster beam apparatus. Both setups use the same
laser system. Here we concentrate on photodissociation at 243.1 nm. At this wavelength, the
hydrogen atom photofragments are ionized via a (2+1) resonant enhanced multiphoton
ionization (REMPI) scheme and are consequently detected. The molecular beam apparatus is
equipped with an ion imaging detection system, presently used in the velocity mapping mode
[1], which provides information both about the kinetic energy and angular distribution of H-
atom photofragments. The much more complex cluster beam apparatus uses a time-of-flight
technique for determining the kinetic energy distributions of photofragments [2].

We present results for two classes of compounds: hydrogen halides (HBr, HCI, HI) and small
aromatic molecules (benzene CsHg, pyridine CsHsN). Molecular hydrogen halides fragment
into two different channels where the halogen atom is in two different states separated by the
spin-orbit splitting. In clusters, additional peak in kinetic energy spectrum appears at very low
energies due to caging effect. For the small aromatic molecules, the kinetic energy
distributions in molecules and clusters are very similar and have statistical character. This
suggests, that already in isolated molecules the phodissociation proceeds via coupling to the
ground state and randomization of internal energy among vibrational degrees of freedom.
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FIG. 1. Velocity-mapped ion images of ionized H-atom photofragments and the
corresponding kinetic energy distributions for a) molecular HBr and b) molecular pyridine
CsH;sN. The laser polarization is parallel to the detector, orientation of the molecular beam is
from top to bottom.
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It is now well established that low energy electrons (LEE) play a key role in radiation induced
processes, particularly in radiobiology and radiotherapy. These LEE are one of the major
products of high-energy radiation in biological cells. LEE can efficiently fragment not only
small molecules such as H,O or O, but also large biomolecules including oligonucleotides
and DNA [1-3]. As shown recently [4,5] increasing the number of LEE near DNA or
attaching to DNA chemotherapeutic agents can increase the magnitude of this fragmentation.
Such a manipulation of the damage induced by LEE may have considerable consequences to
improve chemoradiation therapy.

Gold nanoparticles have been investigated as a potential radiosensitizer in Radiotherapy.
Gold nanoparticles have two important features. They increase substantially the absorption of
radiation energy, which in turn increases the number of LEE near their location. Furthermore,
they accumulate preferentially in tumor cells for diameters near 2nm [6,7].

A particular aim of the LEEPAR (Low-Energy (0-30eV) Electron induced Processes for
application to Astrochemistry and Radiotherapy) project is to investigate LEE-reactions in
plasmid DNA bonded to radiosensitizers and chemotherapeutic agents. The techniques to be
used to understand modifications of LEE-DNA interactions are electron stimulated desorption
and HREELS (High Resolution Electron Energy Loss Spectroscopy). The results will be
compared to those obtained with: (1) pure plasmid DNA, (2) the indirect effect of radiation in
similar studies in solution and (3) cell survival studies.

As preliminary results in our studies, we present in this communication, those obtained from
solution of DNA, DNA + a Pt chemotherapeutic agent and DNA + a Pt chemotherapeutic
agent + a gold nanoparticles, after bombardment with 18 keV electrons.
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While boron forms many hydrides, aluminum has been thought to form only a few. Using a
pulsed arc discharge source, we found that aluminum can form many hydrides. Using anion
photoelectron spectroscopy to measure their HOMO-LUMO gaps, we found that some of
these species display the hallmarks of significant stability. Calculations and electron counting
rules implied specific structures. The bulk synthesis of derivatives of the Al4Hg stoichiometry
permitted x-ray crystallographic analysis which found the same structure implied by theory.
This work follows a path from discovery of previously unknown molecules in the gas phase
to the bulk synthesis of their analogs. These studies have implications to hydrogen storage
materials and to propulsion. We have enjoyed support and collaborations in this work with G.
Gantefoer, P. Jena, and H. Schnoeckel.
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Motivation:

Pentaerythritol tetranitrate, C5HgN40O12 (PETN), belongs to the same chemical family as
nitro-glycerine, is highly explosive, chemically stable which can be stored for long periods of
time, and has been used as a prime composition in detonator cords, boosters, fuses, hand
grenades, bombs, ground mines and artillery ammunition.

Gas phase dissociative electron attachment (DEA) measurements to PETN have been
performed in a crossed electron-molecular beam experiment with high-energy resolution.
DEA is operative at very low energies close to ~ 0 eV showing unique features corresponding
to a variety of several fragment anions being formed. There is no evidence of the parent anion
formation. The fragmentation yields are also observed for higher electron energies and are
operative via several resonant features in the range of 0 — 20 eV. They involve several
remarkable complex reactions associated with multiple bond cleavages and the formation of
new bonds [1].

Additionally and complementary to these gas phase experiments we have now investigated
chemical reactions of PETN adsorbed on Cu(110) induced by tunneling electrons.

The experimental setup in Madrid

The TIREMISU system is an UHV chamber provided with a Variable Temperature Fast-
Scanning STM; a Low-Energy Electron Diffraction (LEED) system to check the crystalline
quality of the sample that also enables us to carry out Video-LEED experiments, thereby
precisely determining the atomic structure of the sample; Auger-electron spectroscopy to
ensure the cleanliness of the surface; a plasma-source for depositing atomic nitrogen; an
evaporator specifically designed to work with organic molecules; and several facilities for
sample preparation and assessment of the residual gas pressure [2].

Experimental Data

The explosive compound was heated in an external oven and then deposited onto HOPG and
Cu(110). In figure 1 an image of PETN on HOPG is shown. It can bee seen that it is not very
likely to find PETN on the surface. In contrary in figure 2 areas of self assembled PETN
molecules on Cu(110) are visible.
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Based on these first results we chose to concentrate on deposition of PETN onto Cu(110). We
started a systematic investigation where we varied different experimental conditions, e.g.
deposition temperature, and scanning temperature. We could demonstrate that for deposition
and measurements at room temperature molecules tend to form rectangular islands with
hexagonal arrangement that are transformed into a so-called striped phase only by measuring
a second time over the same area. By deposition onto a cold sample and measuring at cold
temperatures (~ -30 °C) it can be seen that the hexagonal phase is the first one to appear
which then transforms into the striped phase under certain conditions. If the sample is too
cold (below -50 °C) the scanning current and voltage do not suffice to change the rectangular
phase into the stripped one. At around -30°C it is still possible to change a rectangular island
into a stripped one by applying a voltage ramp to about 3 V. In figure 3 and 4 the two
different phases can be seen.
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An important class of biologically important molecular ions, such as oligonucleotides and
peptides, exist in their native environment as multiply charged anions (MCAs). Their
properties as isolated entities, however, remained widely uncharted until electrospray ion
sources made them accessible to mass-spectrometric investigations. In the gas-phase the
interaction between the excess negative charges is less screened compared to the condensed
phase (lacking counter-ions and/or a solvation shell) and may lead to an electronic situation
which is metastable with respect to decay channels like electron autodetachment and or anion
loss.

By now electron autodetachment has been observed and corresponding room-temperature
kinetics has been studied for a number of small to medium-sized MCAs with negative
electron affinities like PtCl,> [1], trisulfonated hydroxy-pyrene (HPTS’) [2] and
tetrasulfonated metal-phthalocyanines (CuPc(SOs),") [3]. In this context the oligonucleotide
[dA5-4H]* was recently shown to be metastable with a negative fourth electron affinity EA=
—0.3eV [4].

In this contribution we present details of a Penning trap (as part of a Bruker FT-ICR mass
spectrometer) capable of operating in a temperature range of T=90-420 K under ultra-high
vacuum conditions of ~2 <10 '*mbar. Using this recently modified instrument we are probing
the decay channels and their temperature dependent kinetics for several multiply-charged
oligonucletides [dA5-4H]"* and [dT7-6H]® (A=adenine, T= thymine).

Specifically, two reaction channels were observed for [dAS5-4H]*:
(a) loss of a base anion A", and
(b) protonation from reactive collisions with (residual) water molecules.

The kinetic data indicate that there might be two (or more) isomers present under our
experimental conditions which is currently also studied by ion mobility experiments. For both
channels the kinetics were studied in detail as a function of trap temperature and the
activation energies were deduced from the observed Arrhenius-type behaviour to be 1.13+
0.05 eV and 0.94+0.05 eV (for the base loss reaction, scheme a) and 0.50+0.05 eV for the
protonation reaction (scheme b). [5]
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Fig. 1: Molecular structure of tetra-anionic [dA5-4H]4— from a semiemprical PM3
calculation (left panel); kinetics of the parent ion decay channels (shown as logarithmic plot
of parent ion intensity vs. time) of [dA5-4H]4— for various trap temperatures. Also given are
the total rate constants as obtained from the linear fit shown as solid lines (right panel).
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Survival probability of ions colliding with solid surfaces is one of the basic characteristics of
ion-surface interactions. The absolute survival probability, S,(%), is defined as the ratio of the
sum of intensities of all product ions scattered from the surface to the intensity of the
projectile ions incident on the surface. The values of the absolute survival probabilities were
determined for hydrocarbon ions C1, C2, and C3 (either hydrogenated or deuterated) and
several non-hydrocarbon ions (Ar’, N,", CO,") on room-temperature (hydrocarbon-covered)
and heated (600°C) surfaces of carbon (HOPG), tungsten, and beryllium. The S, values were
obtained by the ion-surface scattering method using the scattering apparatus EVA for several
incident energies from a few eV up to about 50 eV and for the incident angle of 30° (with
respect to the surface). The method of extracting the S, values from the scattering data was
described previously [1-5]. Values of S, published previously [1-4] were complemented by
new measured data [5].

A simple correlation between S, and the ionization energy (IE) of the incident ions was found
in the semi-logarithmic plot of S, vs. IE. The plots of the data at 31 eV (Fig. 1 and Fig. 2)
were linear for all studied surfaces and could be fitted by an empirical equation

log S, = a—b(IE).

The values of the parameters a and b were determined for all investigated room-temperature
surfaces (carbon, tungsten, beryllium) and for heated surfaces of carbon and tungsten (Table

).

The data for room-temperature surfaces showed very similar slopes both for carbon, tungsten,
and beryllium (Fig. 2, right). This was presumably due to a hydrocarbon layer covering all
these surfaces at room temperature. The correlation S, = a — b(IE). can be used to estimate
unknown survival probabilities of ions on these surfaces from their ionization energies.
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beryllium (semi-opened diamonds). Incident energy 31 eV, incident angle 30° (with respect to
the surface).
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Table 1. Values of parameters a and b in the plots
log S, = a — b(IE) for different surfaces

surface a b
carbon(HOPG),RT 3.9+0.5 0.39+0.04
carbon (HOPG), H 54+1.1 0.5 £0.1
tungsten, RT 29+0.2 0.35+0.02
tungsten, H 25+04 0.35+0.04
beryllium, RT 3.9) (0.39)

Note: RT — room-temperature, H- heated to 600° C
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Benzene and its derivatives are important building blocks in biochemistry and synthetic
chemistry. The reduction of an aromatic system is limited by the high barrier of the first
electron transfer. While in organic synthesis electrons solvated in liquid ammonia, a very
powerful reductant, are utilized to overcome this barrier, in nature enzymes, like the benzoyl-
CoA reductase, are catalyzing analogous reactions. We see evidence that chlorobenzene is
dearomatized by hydrated electrons (H,0O), yielding negative charged OH (H,0O), and the
neutral radical C4H4Cl" [1]. Herein we present a detailed systematic reactivity and
nanocalorimetry study of fluorine substituted benzene derivatives with hydrated electrons
(H,0), 1n the gas phase by FT-ICR mass spectrometry.

Experimental

Hydrated electrons (H,O), are produced in an external laser vaporization source and
transferred to the trap of an FT-ICR mass spectrometer, where they are reacted with gaseous
benzene derivatives. Spectra taken at different reaction delays allow us to follow the reaction.
The intensity of each cluster species is summed up and normalized. To produce reliable
absolute rate constants a pressure calibration for each reactant was done using adequate ion-
molecule reactions combined with collision rates calculated with ADO theory [2].

Results and Discussion

For all difluorobenzene and trifluorobenzene isomers, Birch reduction was observed. For
difluorobenzene a strong dependence on the substitution position was seen. Only for the 1,2-
isomer, fluorine abstraction was observed. For all trifluorbenzenes the abstraction of the
fluorine took place, with a strongly isomer-specific branching ratio. This shows that the
chemistry of the benzene derivatives is significant affected by substitution pattern.

For nanocalorimetric analysis, we fit the average number of water molecules as a function of
time. The following factors were considered: the gradual loss of water due to black body
radiation, which is strongly size dependent in combination with independently derived
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reaction kinetics. The fluorine abstraction is in all cases about four times more exothermic
than the Birch reduction. The resulting values for the respective reaction enthalpies AH are in
good agreement with calculated data taken from the bulk in combination with G3

calculations. That indicates that we can derive solution thermochemistry from gas-phase
nanocalorimetry [3].
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We present accurate quantum Monte Carlo calculations of the stability and structure of
Mg 'He, and Ar'He, clusters using accurate many-body potential surfaces derived from high
level ab initio calculations and including spin-orbit effects in the case of Ar'. The highly
quantum nature of the nuclear motion in these systems leads to significant delocalisation such
that no sharp shell closure is found for Mg" doped helium clusters whereas the interactions
are sufficiently strong in Ar™ doped clusters to allow the appearance of magic numbers.

Introduction

Neutral helium clusters are extreme quantum systems whose cohesive energy pattern is
controlled by their immense zero point energy arising from the combination of a small mass
with very weak van der Waals interactions [1]. The implantation of one or several atomic and
molecular dopants D into these clusters originally developed to understand the structure of the
helium cluster itself has developed into an almost routine technique for the spectroscopic
observation of stable species and reactive intermediates [2,3] and otherwise hard to prepare
molecular or metal cluster systems [4,5]. The final step of most experiments involves
ionization of the neutral D@Hey system and leads to the formation of a series of smaller
fragment ions of the type D@He,, n << N. The relative abundance of individual mixed cluster
ions reflects a complicated superposition of the relative stability of product ions and the
actual fragmentation dynamics. The assumption of an almost thermodynamical situation often
appears justified such that a correlation can be established between theoretical predictions of
relative stabilities and observed relative ion count rates. Complementary information on
stability patterns comes from ion drift tube experiments where mixed cluster ions are formed
in multiple collisions of a dopant ion with helium atoms [6].

Rare gas ions were among the first species to be observed as dopants in helium clusters [7].
Accurate theoretical modeling of (NeHe,)" [8] showed distinct, but complicated, binding
hierarchies in agreement with experimental observations. Metal ions have attracted increasing
interest in experiments aiming at the creation of reactive metal clusters like Mg, and the
search for extreme coordination numbers [9, 10]. The Mg ion has an isotropic interaction of
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moderate strength with helium atoms through a L state and is thus an ideal candidate for
methodological tests and comparison with ionization experiments. Heavier rare gas ions like
Ar' present additional challenges for theoretical modelling due to the presence of a strongly
attractive X" state and a shallow °I1 state and spin-orbit splitting in the *P atomic ground state
which is comparable with the van der Waals well depths and therefore strongly influences the
effective interaction potential.

Computational details

The Mg" - He *T' interaction potential of Gardner and Wright [11] which is based on
CCSD(T) coupled cluster calculations with extrapolation to the complete basis set limit was
fitted to an undamped HFD form with a leading C, ™ term which accounts for the dominant
long range charge-induced dipole interaction. For Ar'-He we carried out CCSD(T)
calculations with the MOLPRO suite of programs [12] and the full sequence of cc-pVXZ and
aug-cc-pVXZ, X=2-6, basis sets developed by Dunning and coworkers [13]. The ab initio
data for both X" and *IT states were fitted to the same undamped HFD form as above.

The many body surface for MgHe, for the diffusion quantum Monte Carlo (DMC)
calculations was constructed as a sum over pairwise contributions with additional terms
accounting for the interaction between the induced dipoles carried by the helium atoms and
using the experimental polarisability value. For Ar'He, a full complex 6x6 spin-orbit matrix
was constructed for each particle arrangement with diagonal elements given as sums over
pairwise X and Il contributions using the appropriate projections with additional induction
terms and off-diagonal elements computed from the experimental atomic *Ps,/*P;, splitting
of 1431.6 cm™ [14]. The lowest eigenvalue of the matrix was used as potential energy input to
propagate the random walkers within the DMC method.

Our DMC calculations were carried out with fixed ensembles of 1000 — 16000 weighted
random walkers, imaginary time steps between 10 and 100 E,,", and Jastrow/Fermi type trial
wave functions as described in our earlier publications [8]. In spite of the use of trial wave
functions a significant ensemble size bias on energies was observed such that extrapolations
to infinite ensemble size were necessary for n > 10.

Results and discussion
Our CCSD(T) calculations for Ar'He showed several unexpected features. Convergence of

the shape and depth of the *Z" and *IT wells with respect to basis set size was very slow within
the cc-pVXZ series such that even at sextuple zeta, X=6, level no satisfactory convergence
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was found. The inclusion of diffuse basis functions in the aug-cc-pVXZ series dramatically
improves the convergence but still leaves an uncertainty margin of several cm™ for the well
depths of about 435 and 142 cm™ for the T and IT states, respectively. The conventional
counterpoise correction performs very badly in particular for the ground state. Our final
interaction potentials were computed by extrapolation to infinite basis set size using separate
exponential and inverse power dependencies for the Hartree-Fock and correlation parts,
respectively [15]. The quality of our final potential curves was checked by numerical
solution of the radial Schrodinger equation for the X, A;, and A, states arising from the spin-
orbit treatment for Ar'He. We obtained wave numbers of 92.5 and 64.9 cm™ for the
v=0—v=1 and v=1—v=2 vibrational transitions in the X state which compare very well with
the experimental values of 92.9 and 66.2 cm™ [16]. For the vV=0—v=1 transition observed in
the A, state we find 69.2 cm™ in perfect and probably somewhat fortuitous agreement with
experiment [16].

The total energies from our DMC calculations for Ar'He, show a marked effect of spin-orbit
coupling on the structure of small clusters. Neglect of this effect strongly favors the first two
helium atoms which can approach Ar" along the deep “X" potential from opposite sides. This
preference is significantly reduced due to the mixing of £ and I1 character which reduces the
overall anisotropy of the potential. The common magic number of n=12 which is found in the
sequence of minimum energy structures for our many body model becomes non magic upon
inclusion of zero point energy when spin-orbit coupling is neglected. It reappears as magic in
agreement with ion drift tube [6] and large neutral cluster ionization experiments [8] in our
full treatment accounting for spin-orbit coupling and zero point energy.

For Mg'He, clusters our accurate DMC calculations contradict the pronounced shell
structures obtained in the approximate variational Monte Carlo study of Rossi et al. [17]. We
find a smooth build up of helium density in a first layer around Mg" which reaches saturation
at n=18 or 19 at a density of 0.07 A”, approximately three times the bulk liquid helium
density. The energy pattern shows approximately constant binding energy increments near 50
cm” up to n=10 which thereafter slowly decrease to about 12 cm™, a value reached at n=18.
There is no sharp transition between binding energy regimes which would correspond to shell
formation. In fact the radial density build up beyond n=19 shows that the density minimum
following the nearest neighbor maximum never drops below values of about 0.01 A, a
situation which is incompatible with the interpretation as a solid ‘snowball’.
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Introduction

In the last years the field of ion-surface interactions has developed into a modern and
respected branch of science. Research and development of feasible fusion reactors requires
reliable fundamental data quantifying plasma-wall interactions. Modelling and computational
science for the pioneering project ITER depend on the determination of erosion and
deposition coefficients of the involved plasma projectiles on the materials of choice:
beryllium, tungsten and carbon, in the form of carbon fibre composite (CFC).

From a chemical point of view additional information on the projectile ion can be obtained by
such ion-surface collisions at incident energies up to 100eV. Bond dissociation processes of
the impinging ion can be measured, since the converted internal energy lies in the order of
typical bond energies [1].

Experimental setup

In the experimental setup of the BESTOF apparatus in Innsbruck deuterated hydrocarbons
C,D," (x=2-6) are produced by electron impact ionization of C,D4 (Fig. 1). The ions are then
extracted by an acceleration potential of 3kV and mass selected by a reverse geometry double
focusing two sector field mass spectrometer. The exit slit of the E-sector is followed by a
Faraday cup, which can be moved in and out of the beam line and is used for determination of
the ion current. After being focused by an Einzel lens, the ions enter the collision chamber
where a set of ion-optical lenses focuses and decelerates the beam to the desired collision
energy. The incident angle is 45° with respect to the surface normal, while the scattering
angle is 91°. The irradiated surface samples are cut from the non-plasma-exposed back of
ASDEX-Upgrade first wall CFC tiles. Secondary ions are accelerated by another set of
electrostatic lenses and enter a time-of-flight mass analyzer, terminated by a multi-channel
plate detector [2].
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Fig. 1: Experimental setup BESTOF

Product ion mass spectra of C,D," on CFC

Product ion mass spectra of deuterated hydrocarbons C,D," on CFC at incident energies
ranging from 0-100eV are measured for all fragments produced by electron ionisation of
C,Dg. All measurements were carried out with the surface at room temperature and under
these conditions the surface of the sample is covered by a hydrocarbon layer. Significant
amounts of sputtered product ions CtH," (m/z ranges 15-17, 27-29, 39-43) in the mass spectra
at incident energies above 50eV confirm the hydrocarbon coverage (Fig. 2). Fragmentation
patterns of the different projectile molecules show both D- and D,-loss and at times even
subsequent H-pickup reactions beginning at collision energies as low as 5eV (C,D¢" and
C,Ds") and 10eV (C,D,"), respectively. Mass spectra of C,D," show significant ion yields at
m/z = 30, which appear to be the product of surface induced reactions between the projectile
ion and embedded deuterated compounds to form C,D5".
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Collision Energy Resolved Mass Spectra (CERMS) of C,D," on CFC

More profound aspects of the obtained data are revealed from collision energy resolved mass
spectra (CERMS). Relative abundances are determined for each ion I; in the spectrum by the
ratio 100°[/XI; [3]. In this work all ions are grouped into categories based on the surface
induced processes they arise from. CERMS of C,D¢" and C,Ds" on CFC show a strong
tendency towards fragmentation, while the yield of chemically sputtered products is low even
for high energies. However CERMS of C,D,4" exhibit both a rich fragmentation spectrum in
the range of 10-50eV and at elevated incident energies a high yield of product ions, which
partly are a result of chemical reactions of carbon chain build-up between C,D; and
hydrocarbons on the surface and to some extent the outcome of chemical sputtering (Fig. 3).
Dissociation thresholds are determined for all projectiles and are found to be below 10eV in
any case, while appearance energies for chemically sputtered products vary significantly with

the type of impinging ion.
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The state resolved photodissociation dynamics of CH;Br' cation are studied using a
combination of slice imaging and velocity mapping. Parent ions are prepared by (2+1) two-
photon resonant three-photon ionization of CH;Br through the 5s Rydberg state in the energy
region 29069.8—29976.0 cm™'. Analysis of the photoelectron spectra reveals that CH;Br ions
are produced in the spin-orbit ground electronic states with a wide distribution of vibrational
excitation. The photodissociation of CH;Br" produces CH;'(X) + Br(*P,,)/ Br(*Ps,) whose
product state distribution shows substantial excitation in the umbrella-mode of the CH;"
photofragment especially when concurrently producing Br(*P,,) channel. The shapes of the
photofragment angular distributions clearly show the different dissociation mechanisms in the
Br(zPl/z) and Br(2P3/2) channel. The dissociation dynamics of the 5s Rydberg state of CH;Br is
also presented and analyzed.
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Brief introduction

The photoionization process of the atom 4 encaged in a fullerene Cy in many aspects differs
from that of the isolated atom (see, e.g., review paper [6] and references therein). In
particular, the photoelectron, when escaping the encapsulated atom, can re-scatter from the
the fullerene cage. The interference of the direct and re-scattered waves may result in an
oscillatory behaviour of the photoionization cross section O(w) as a function of the of the
photon energy o (or of the photoelectron momentum, which is equivalent). As noted in [2]
this oscillations have a counterpart in the extended X-ray absorption fine-structure (EXAFS)
measurements for solid-state systems, where they appear as a result of the emitted
photoelectron scattering from the nearest-neighbour atoms back to the emitter with the
subsequent interference of the waves. It is clear that the oscillatory structure of the 0(w) curve
depends on the type of the encapsulated atom, on the fullerene geometry and on the position
of the atom inside the cage.

Initially, this effect was theoretically studied in [2] for Xe@Cgsy and Ba@Cy, within the
photon energy range above the atomic 4d ionization thresholds where both of the atoms have
a giant dipole resonance in the photoionization gpectrum. It was shown that the EXAFS-like
effect noticeably affects the cross section curve . In a number of recent publications (see [3-
6] and references therein) the modification of the photoionization spectrum due to the
interference phenomenon was predicted for different noble gas atoms encapsulated in the
center of fullerenes Cqp, Cyso and Css9. The effect was also discussed for mulstishell
spherically-symmetric structures like Ar@Ce(@Cr40 and even more exotic ones [6].

However, the predicted EXAFS-like resonances (termed also as ‘confinement resonances’)
were not seen experimentally. Miiller et al [1] reported the data on the photoionization cross
section of a metallofullerene Ce@Cy, in the energy range 80—160 eV. In the region w~=115-
140 eV the cross section of an isolated cerium atom has a giant resonance related to the 4d
subshell. No additional confinement resonance structure appears in 0(w) for the encaged
cesium, as one can see from Figure 4 in [1].

1 Note that the correct figures for o(w) of Xe@Ce and Ba@Ceo are presented in the Erratum in [2]
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Brief description of our approach

In out work we present an explanation of between theory and the experiment as well as carry
out revision of theoretical predictions on confinement resonances for endohedral noble gas
atoms. In contrast to previous theoretical treatments [2-6] we consider, from the very
beginning, the non-central position of the atom inside the cage. This implies that the atimic
nucleus is displaced by the vector a from the center of the cage. As a result, the atomic
photoionization cross section acquires the dependence on a: o(w) — O(w,é_i). For the
photon energies much higher than the plasmon resonance energy of the fullerene (which is
~20 eV for Cgy) one can ignore the ionization of the fullerene. Hence, the cage serves only as
a source of additional potential acting on the atomic photoelectron. Following [7,8], one
models this potential with a delta-potential well. Then it becomes possible to derive
analytically the correction to the electron wavefunction and, at the end, to express the
photoionization cross section Oen(m, a ) of an endohedral atom via the cross section o(®) of
the isolated atom. We demonstrate that this dependence has the following form:

0., (0,a) = o(o)[1+ f(p,a)]

where the f(p, a ) is an oscillatory function with respect to the momentum p of the
photoelectron. In the case @ =0 (central position of the atom) such a procedure has been
carried out by Amusia and co-workers (see [3,4] and references therein).

When applying (1.1) to a metallofullerene (e.g., to Ce@ng) one takes into account that due
to the hybridization of the outer electrons the atom is displaced by some fixed value of a from
the cage center. In the ensemble of the metallofullerenes the spatial orientations of the
displacement vector a are randomly distributed. Therefore, (1.1) must be averaged over the
angles of the displacement vector:

o, (w,a) - o, (0,a)=o(o)[1+ F(p,a)]

Here F(p,a) stands for the averaged function f(p, a ).

In the case of a noble gas atom A there is no chemical bond between 4 and the carbon atom.
The interaction between the atom and the cage can be considered within the Lennard-Jones
model, including thus the attractive van der Waals potential and the repulsive exchange
potential. To estimate the probability for an atom to be displaced by a distance a one can
introduce the normalized Bolzmann distribution function Wzr(@) proportional to
exp(—U(a)/kT) | where T is the ensemble temperature and U(a) stands for the atom-cage
potential obtained by summing up the pairwise Lennard-Jones potentials for all

carbon atoms of the fullerene [10]. Then it is meaningful to average the cross section (1.2)
over all allowed values of a:
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o, (w,a) > o, (o) =oc(o)[l+F(p)] (1.3)

where Fr(p) = [W(&)F (p,a)da

The case of central position of the atom [2-6] one formally obtains from (1.3) by setting 7=().
Below we briefly discuss the results of numerical calculation for the systems Ce@Cy,
NG@Cyq and NG@Cy4o with NG=He, Ne, Ar, Kr, Xe. More coherent description of the
developed approach as well as more detailed analysis of the numerical results will be
presented at the conference and published elsewhere.

Numerical results

The results of calculation of the function F(p,a) from (1.2) for Ce@Cs, are presented in
Figure 1. The (average) radius of the fullerene Cs, was set to 4.15 A. The range of the
photoelectron momentum corresponds to the photon energies 120-180 eV, i.e. the region of
the giant resonance in Ce. It is clearly seen that the angular averaging wipes out the resonance
structure seen for the central position of the atom.

T T T
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0.4 { Ce@C, — am-0u Figure 1. Function F(p,a) for a=0
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Two graphs in Figure 2 represent the dependences of F7(p) (see (1.3)) on p calculated for
various endohedral nobel gases (as indicated). The averaging was carried out for T=500 using
the Lennard-Jones potential in the Bolzmann distribution.

Concluding remarks

e The interference effects in the photoionization process of endohedral atoms are very
sensitive to the atom location in the fullerene.

¢ In metallofullerenes due to the non-central position of the atom the angular averaging
smears out the EXAFS-like structure.

e For large fullerenes (e.g. C,40) the confinement resonances, predicted for noble gas
atoms, do not survive the averaging procedure with the Bolzmann distribution function.
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e For smaller fullerenes (C,, and Cg) a more rigorous consideration of the van der Waals
and the exchange potentials between the atom and the cage is needed in order to draw the
final conclusion on the feasibility to observe the confinement resonances.

e The impact of non-centrality must be studies for a number of related theoretical
predictions made recently by various authors (the Coulomb resonances, the resonances in

the angular distributions of photoelectrons, the non-dipole effects, the photoionization of
onion-like structures etc).

) i ‘ ‘ ‘ dentral posili‘on ‘ T T T T T T T T T T
0.4 ¥ A@C -—- He@C. _ A@C,,,  —— central position
t = = 0.4 ~ He@C
L i AT= st INE@ gy | T=500 K 24
| 4 J—SOO K A@C, | -~ Ne@C,,, |
021 § [ q Xe@C,, - gl ---- Ar@C,,,
L ! [ ‘\\'; ! ‘\\. [\ J Xe@C,,,
° i ;’ L!'i 5"-’.\? :’; i .,"-“\-\ T I [\ /\/\ )
= Oor | e iy - = <
e H B % i § ; oad o o , R i G S O 5 TR (N, TR, Wy i |/
i Loy N a2 T K
IR | | YUYV
LA
02+ A ] A =
A f‘ 0.2 -
el .
‘v‘-""r‘
-0.4r ¥ -
| v | | | | LN
0 0.5 1 15 2 25 <] . | . | . | L ! . |
p(a.u.) 0 0.5 1 1.5 2 2.5 3
p(a.u.)

Figure 2. Dependences of F;(p) calculated for NG@Cy (left panel) and for NG@Cy
(right panel) with NG=He, Ne, Ar, Kr, Xe. In each graph the black solid line stands for the

central position of the atom. Brocken and chained curves (the coloured ones) stand for the
averaged dependences (1.3).
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In the past our workgroup has carried out numerous studies on free and deposited cluster
complexes with various experimental setups [1,2]. Many of these investigations successfully
utilized a He-cluster source along with a sector field mass spectrometer [3]. To go one step
further, the gained knowledge has now been used to design and build an entirely new cluster
experiment. The setup not only combines proven techniques with state of the art components
but also enables new types of experiments.
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Fig. 1: schematic view of the new TOF-MS cluster experiment

One key element of the apparatus is a new He-cluster source. It produces helium droplets via
supersonic expansion of pressurized and pre-cooled helium. Driven by a closed cycle cryostat
(Sumitomo F-50, RDK-415D), the accessible range of expansion conditions and thus the
average droplet size are dramatically increased by the new source. The nozzle (orifice Sum) is
manufactured by Lenox Laser and allows stagnation pressures of up to 80 bar. Orifices with
different diameters can be installed easily due to a VCR compatible screwing mechanism. A
copper heat shield, cooled to 50K, is employed to improve the cryostats steady state
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temperature with helium load. Downstream from the cluster source, the droplets enter an
array of up to four differentially pumped chambers. These separated volumes enable the
successive pick-up of four different types of samples while having control over their
proportions. Samples may be introduced in gas or liquid phase through a gas inlet, or can be
evaporated in an oven in case of low vapor pressures. Currently the ionization is only possible
via electron ionization. Electron attachment however, will be available in the final stage of
the experiment. Mass spectrometric analysis is carried out by an orthogonal reflectron time-
of-flight mass spectrometer, with a resolution of m/Am = 4500 (V-mode and 10000 in the W-
mode) and a mass per charge range up to 50000 Thomson. Due to the high ion efficiency of
the TOF-MS, mass spectra can be acquired very fast reducing measurement time greatly in
comparison with sector field mass spectrometers and even quadrupoles. The enhanced mass
resolution and accuracy reduce the need for time-consuming post-processing of spectra and
also provide better isobaric separation and therefore new insights in cluster compositions.
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We report diffusion quantum Monte Carlo calculations of energies and structures of Pb*"He,
and Pb'He, clusters based on a non additive potential model whose components are derived
from highly correlated ab initio calculations with additional electrostatic terms and which
includes spin-orbit effects for Pb". The spin orbit coupling in Pb He, clusters is found to have
profound effects on cohesive energies and cluster structures. No clear magic numbers could
be identified in Pb'He,. High coordination situations with up to 15 nearest neighbors are
found for Pb*"He, which shows density saturation of the nearest neighbour peak at n=12 but a
delayed onset of the build up of second nearest neighbour density.

Introduction

The extreme quantum nature of helium clusters and the usually rather weak interactions with
other species lead to remarkable zero point energy effects in these systems. They have been
used in recent years as nano-cryostats for a large range of very interesting spectroscopic and
dynamic experiments [1,2,3,4,5]. The last step of many experiments involves ionisation of
the neutral D@Hey system. Most ionisation processes are believed to proceed via charge
transfer from initially formed He" to the dopant such that an excess energy of several eV has
to be dissipated. This situation gives rise to a long progression of small fragment ions of the
type D@He,, n << N. The relative ion count rates in mass spectra contain the signature of the
relative stability of the ionic product clusters, but distortions due to the dynamics of the
fragmentation process cannot be excluded. Pb*'He, and Pb He, fragment ion sequences have
been recorded recently [6] and indicate that n=12 is probably a magic size for Pb>" and that
n=17 might be a shell closure for Pb". Additional interest comes from the chemically
motivated search for extremely high coordination numbers. A recent ab initio survey of
candidate clusters led to the conclusion that Pb*"He;s should be a single shell system with
essentially equal Pb**-He distances [7], while n=16 was found to prefer a structure with a
single helium atom taking a clearly more distant position. In view of the large zero point
energy effects in helium clusters, even after ionization, it remains to be tested if the single
shell global electronic minimum structure is robust with respect to zero point energy.
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Diffusion quantum Monte Carlo (DMC) calculations can provide this answer, but require a
very efficient potential energy evaluation which can be currently provided only by analytical
models. We present the construction of such a many-body model for both ionic mixed
systems which correctly reproduces all minimum energy structures known from explicit ab
initio calculations and the results of accurate DMC calculations using these models.

Computational details

The 'S" pair interaction potential between the Pb>" ion and helium atoms has been calculated
at the CCSD(T) level with the aug-cc-pV5Z basis set using a super-molecular approach and
the standard counterpoise correction of the basis set superposition error. The many-body
contribution to the intermolecular potential converges much faster with the basis set size due
to its dominantly electrostatic character. The three-body interaction is essentially converged
at the CCSD(T)/aug-cc-pVTZ level, which has been used to construct this contribution to the
total interaction. The nature of the interaction was analyzed using symmetry-adapted
perturbation theory (SAPT) [9] as implemented in MOLPRO [10]. SAPT was specifically
used to extract the induction terms from the overall interaction energy. The Pb" *P ground
state gives rise to X" and I states in combination with the 'S ground state of helium. Pair
interaction potentials were calculated using the unrestricted CCSD(T) method with a aug-cc-
pV5Z basis set, using an additional set of mid-bond functions.

All pair interactions were fitted to HFD-type analytical models with a leading C,4 coefficient
reflecting the dominant long range interaction between a charge and a polarisable atom which
was fixed at the value given by the asymptotic electrostatic expression. Interactions between
the induced dipoles carried by the helium atoms were included and also the induced dipole
carried by Pb*" in the field of the other dipoles. This model gave very satisfactory agreement
with explicit ab initio scans of cuts of the Pb> 'He, surface. For Pb'He, a full complex 6x6
spin-orbit matrix [12] was constructed for each particle arrangement with diagonal elements
given as sums over pairwise X and Il contributions using the appropriate projections with
additional induction terms and off-diagonal elements computed from the experimental atomic
2P3/2/2P1 1 splitting. The lowest eigenvalue of the matrix was used as potential energy input for
the DMC method. Structural predictions for larger clusters based on both models were
checked by direct electronic structure calculations at the DFT level using the PBEO functional
[11]. The purpose of the DFT calculations is only to check if our many body models exhibit
any major deficiencies. Our DMC calculations were carried out with fixed ensembles of 1000
— 16000 weighted random walkers, imaginary time steps between 10 and 100 E;’, and
Jastrow/Fermi type trial wave functions as described in our earlier publications [8]. In spite of
the use of trial wave functions a significant ensemble size bias on energies was observed such
that extrapolations to infinite ensemble size were necessary to achieve best accuracy.
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Results and discussion

Total energies and incremental energies are shown for both systems in Fig. 1 (Pb*'He,) and
Fig. 2 (Pb"He,) and show the clear appearance of a magic number at n=12 for Pb>" but also
that a new energetic binding motive is reached only starting at n=15. For Pb'He, the full
model with spin-orbit coupling predicts a rather smooth transition between initial strong
binding and a weak binding large cluster limit. Neglect of the strong mixing due to spin-orbit
coupling leads to qualitatively wrong energetic and structural predictions. DMC radial density
profiles for Pb*"He, show that the peak helium density increases almost linearly with n and
slowly shifts outward up to n=12 where a value of about 0.26 A~ is reached, 12 times the
bulk liquid helium density. By comparison with the density of solid helium (0.032 A'3) this
shell might be called solid already for very small n. This interpretation is, however, improper
because for most n this shell is structurally disordered. From n=12 to n=15 a single shell
structure is observed which now exhibits a noticeable increase of its width indicative of the
progressive disordering of the symmetric packing reached at n=12. The formation of a
second density maximum clearly sets in only at n=16. The peak density of this second
maximum again exceeds the bulk helium density and in an exploratory calculation for n=125
we actually observed a well developed third maximum. While n=15 marks the end of a
structural motive it probably cannot be regarded as a simple coordination system since it is
involved into active particle exchange with its surroundings via the pronounced helium
density between nearest and second nearest neighbor density maxima.

DMC ground state energies for Pb**He_
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Our group employs a position-sensitive coincidence (PSCO) methodology in conjunction
with time-of-flight (TOF) mass spectrometer to study the reactions of doubly-charged atoms
or molecules with neutral atoms or molecules. These dication-neutral reactions have been
proposed to be significant in the chemistry of ionised media and planetary ionospheres such
as those of Mars [1], Titan [2] and Venus [3]. One might expect electron-transfer to be the
only reactive process which would occur between a molecular dication and a neutral species,
specifically, at large interspecies separations. However, despite charge transfer reactions
accounting for a large part of the chemistry between dications and neutrals, a significant
proportion of collision-systems exhibit bond-forming processes that occur by complexation
between the two reactants. Some of these complexes exist in very deep potential wells, as low
as 10 eV, as has been shown in several of our computational calculations of the potential
energy surfaces. In some reactive encounters these complexes appear to be fairly long-lived
and significant bond-rearrangement has been observed, for example, in the reaction between
0,”" and CH4 we have observed CO," as a bond-forming product. Bond-forming reactions
proceeding via stripping of atoms or even groups of atoms from one of the reactants have also
been observed [4, 5]. Our PSCO methodology allows us to unambiguously determine which
of these processes, stripping or complex formation, occurs in each reaction channel between
the molecular dications and neutrals. Hence, our reaction dynamics data, of un-precedented
angular resolution, provides valuable insight into how dications react with neutrals. In
addition, we are able to construct kinetic energy release spectra for each reaction channel
sometime meaning we can identify the vibronic states of the reactants or products.

We have used the PSCO mass spectrometer to study the electron transfer reaction between
Ar*" with He [6] and the very complex chemistry occurring between O,>" with CH,. The
reaction between Ar’™ and He demonstrates both the good angular and energy resolution
which we obtain that allows us to distinguish the reactions of the ground *P and first excited
'D electronic states of Ar**, as seen in the energy release distribution in Figure 1. We have
studied the Ar"" - He electron transfer at five different collision energies which led to the
observation of some dramatic changes in the scattering angles of the product ions with
changing collision energy. Such changes in the product angular distributions had not
previously been observed for Ar'" (‘D) at these low energies and at this angular resolution.
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Classical trajectory simulations

| have proved very ineffective at

H reproducing the major features of

i | the angular distributions observed

” ‘ “H for Ar*" ('D), seeming to imply

| | that quantum effects are dominant
‘ for this particular state.

1

| The reaction of O,>" with CH, has
been studied at collision energy
of 4.7 eV in the centre-of-mass
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Figure 1. The energy release spectrum for the atoms. Three different bond-
electron-transfer reaction between Ar’" and He at

forming products have been
ECM =1.18 eV.

observed, which are HO,", HCO"
and CO,". Dominating the
chemistry between 0,>" and CH,, however, are the single electron-transfer reactions.
Comparing the kinetic energy release spectra for the non-dissociative electron transfer
reaction to a simulation of the energy release with the appropriate Franck-Condon factors has
led us to the conclusion that in the non-dissociative single electron transfer, the O," cannot be
formed in the ground XZHg state and must be formed in the Azl_Iu state. In addition, we have
used similar calculations to show that in the majority of the dissociative single electron-
transfer channels, the O, must exclusively be formed in the ground le_[g state, thus
demonstrating the strength of the PSCO technique.
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An enhancement of the relative dissociative electron attachment cross section close to the
threshold for 2-bromo-5-chlorotoluene, 5-bromo-2-chlorotoluene as a function of temperature
has been measured. The temperature has been varied from 393 to 520 K within the limits of
the apparatus and anion efficiency curves have been measured in the electron energy range
from 0-2eV. A trochoidal electron monochromator with an energy spread of AE~70meV was
utilized in combination with a quadrupole mass spectrometer and a temperature controlled
effusive molecular beam source. The evolution and relative increase of the low-energy
resonance in the anion efficiency curve reveals the activation energy required for a particular
dissociation channel, i.e., in the present case the formation of halogen anions. In both isomers
the low-energy peak of Br and Cl increases dramatically when the gas temperature is raised.
Activation energies for dissociative electron attachment of 73.84 + 20 meV, 122 + 20 meV
for the formation of Br and Cl from 2-bromo-5-chlorotoluene and 64.61+ 20 meV,
184.98+ 20 meV for Br and ClI' from 5-bromo-2-chlorotoluene have been determined
respectively.

Introduction

Dissociative electron attachment (DEA) to molecules is often a very effective reaction and
responsible for negative ion formation in plasmas [1]. The reactive species produced, a
halogen anion X and a hydrocarbon radical M, play an important role in dry etching plasmas
Moreover, such species are possibly also involved in the processes leading to ozone depletion
in the atmosphere. Furthermore, there exists a similarity between DEA to halohydrocarbons
and the process of reductive dehalogenation promoted by bacteria in anaerobic sediments,
sewage sludge and aquifer materials [2]. In this contribution we study systematically the
influence of the temperature on electron attachment processes for two halohydrocarbon
molecules. The experiment involves a crossed electron / molecular beam arrangement with a
mass spectrometric detection for the anions formed. If a free electron interacts with a neutral
molecule XM, a temporary negative ion can be formed by resonant electron capture [1, 3, 4]

e +XM — XM ¥ (1)
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Such an attachment process usually occurs within a restricted energy range since it represents
a transition from a continuum state to a discrete electronic state. A negative ion state thereby
formed is embedded in its autodetachment continuum and is hence principally unstable
towards autodetachment (AD). In this contribution we are restricted to gas phase molecules
under collision-free conditions. Under such conditions a TNI usually relaxes via
autodetachment (the reverse of Eq. (1), AD) or via unimolecular decomposition into
thermodynamically stable fragments M + X~ (DEA). It has been known for as long as three
decades that the temperature may have a strong effect on DEA. Thus, the occupation of the
vibrational states of the neutral molecule can have strong effects on their fragmentation. How
this influence manifests itself in the ion yield curves of the individual fragments is complex
and depends largely on the relative disposition of the involved neutral and anionic potential
energy surfaces [1,4]. Heating of the molecule and thus increasing the population of
vibrationally excited states extends the Franck-Condon region, thus allowing transitions to the
repulsive ionic potential energy curve at lower electron energies and hence resulting in higher
dissociation probability. In addition, the temperature dependence reflects the thermodynamics
of the particular dissociative attachment reaction and also gives some insight into the
underlying mechanisms and dynamics. The dependence of the ion signal on the temperature T
at very low electron energies is described by the Arrhenius equation:

[(T):IO°eXp(EA/KB T)

Where I (T) is the ion current close to 0 eV and k g is the Boltzmann constant. For reactions
without an activation energy, the cross-section for DEA reactions at low electron energies
does not depend on T.

Experiment

The present study has been carried out using a high-resolution electron-molecular beam
apparatus. A schematic of the apparatus is shown in the Figure 1. The electron beam formed
by a trochoidal electron monochromator (TEM) and accelerated to the selected electron
energy is crossed by a molecular beam formed by an effusive molecular beam source
(EMBS). The negative ions produced in the collision chamber (CC) are extracted by a weak
electric field from the interaction region and focused into the entrance of the quadrupole mass
spectrometer (QMS). The mass selected negative ions are detected as a function of the
electron energy in a single-ion counting mode using a secondary electron multiplier (SEM),
an ion counting electronics and a PC acquisition system. The entire system is situated in a
high vacuum chamber.
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Fig.1 Schematic view of the Experimental Setup, 1. Molecular beam source, 2. monochromator, 3. ion
extraction field, 4. ion optics, 5. quadrupole, 6. ion deflector, 7. channeltron

Results

Figure 2a displays the electron energy dependence of the relative cross-sections for the
fragment ion CI" and Br observed from 2-bromo-5-chlorotoluene recorded at different
temperatures. An Arrhenius plot for the zero energy peak of this molecule is presented in
Figure2b. From the slope of the Arrhenius plot, activation energy for Br of 73.84+ 20 meV
and of 1224+ 20 meV for CI has been deduced.
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Fig.2 (a) Dependence of CI and Br yield due to DEA to 2-bromo-5-chlorotoluene on the gas
temperature. The respective anion yields were normalized to the same value at the higher energy peak
and are shifted by adding a constant value to each subsequent spectrum for clarity. (b) Arrhenius plot of
the threshold intensity. The slope of the straight line corresponds to activation energy for CI formation
of 122 meV and for Br of 73.84meV.
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Figure 3a shows the ion yields for the negative ions CI” and Br™ recorded at gas temperatures
within the range of 391 — 514 K. An Arrhenius-type plot of the maximum intensity of the
peak at zero energy yields an activation energy of 64.6+ 20 meV for Br and 185 + 20 meV
for CI'.
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Fig.3 (a)Dependence of CI and Br yield due to DEA to 5-bromo-2-chlorotoluene on the gas
temperature over the range T = 393 — 520 K. The respective anion yields were normalized to the same
value at the higher energy peak and are shified by adding a constant value to each subsequent spectrum
for clarity. (b) Arrhenius plot of the threshold intensity. The slope of the straight line corresponds to
activation energy for Cl formation of 184.98 meV and for Br of 64.61meV.
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The electron impact excitation of the second positive system of N, (2nd PS N;) have been
studied in a new crossed electron/molecular beams apparatus. The excited statets C “IL,(1)
(v=0..3) were excited using high resolution electron beam. The electron induced optical
spectra in UV/VIS range (290 — 440 nm), the excitation thresholds of particular vibrational
states C °I1,(1v"), the emission cross sections of the 2nd PS and the excitation cross sections of
the C°I1,(V') states were measured with high resolution and sensitivity.

Introduction

Electron excitation of the nitrogen molecule plays an important role in atmospheric
phenomena and laser physics. The second positive system C *IL,(v) — B3Hg(v”) belongs to
the most intensive bands in the emission spectrum of the nitrogen. Thus the electron impact
excitation of the C *II,(v') draws much attention due its importance for atnospheric processes
and the electric discharges in nitrogen. The electron-impact cross sections for the various
vibrational bands of the second positive systems have been already measured by researchers
in several laboratories [1-4] still exist considerable discrepancies in the published data.
Therefore an accurate knowledge of the excitation cross sections of the C *IT,(V) state is of
primaly interest for the understanding of several important phenomena in nitrogen. In the
present work the total cross sections for excitation of the v'=0,1, 2 and 3 vibrational levels of
the C °II(v') state have been measured by the detection of the photonsfrom the second
positive system in the 290-440 nm spectral range. Excitation functions of several optical lines
have been measured and normalized to obtain absolute values of the cross sections. The
present measurements have been carried out with higher electron energy resolution and more
accurate incident energy calibration than the previous studies of the emission cross sections.
This has allowed the energy dependence of the cross sections to be established with higher
accuracy and the excitation cross sections to be determined in the near-threshold region.

Experimental setup

The new apparatus for electron impact excitation, used to study the optical excitation of Nj, is
shown schematically in the Figure 1. It consists of an electron monochromator to produce a
collimated beam of electrons, a collision chamber filled with a target gas and a system to
detect spectrally analysed photons. The incident beam with an energy spread of
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approximately 100 meV and a typical electron current of 20 nA is produced by a trochoidal
electron monochromator (TEM). Photons emitted from the collision region are collected by a
lens and transmitted via vacuum window outside of the vacuum chamber and refocused by
second lens onto the entrance slit of an 0.25 m optical monochromator equipped with a
cooled Hamamatsu H8259 photomultiplier at its exit slit. The magnetic field (5x10° T) is
produced by a pair of coils which allow for accurate alignment of the direction of the field
with respect to the electron spectrometer symmetry axis. The measurements were carried out
for a pressure range
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Figure 1. Schematic view of the experimental setup

in the collision region which gave linear dependence between detected photons intensity and
target pressure. It was also ensured that the detected photon intensity increased linearly with
the electron beam current.

Results and discussion

The fluorescence spectrum of the 2nd PS N, induced by the electrons with kinetic energy of
14.2 eV is shown shown in the Figure 2. The (v',v") transitions of the second positive system
have been identified and are idicated in the spectrum. The intensities of the observed
transitions enable to estimate the relative emission cross sections.
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Figure 2 Emission spectrum of the 2nd PS in N2 induced by the electrons with kinetic energy
of 14.2 eV.

The excitation cross section of the strongest emission band of the 2nd PS C *I1,(v'=0) to
B 3Hg(v”=0) (337 nm) is presented in the Figure 3. The excitation cross section has been
measured in the energy region from threshold to 80 eV and it has been norinelized to the
absolute emission cross section at its maximum at 14.1 eV. The electron energy range and the
absolute value of the cross section has been calibrated to cross section measured by Zubek'.
Excitation cross sections of additional transition lines of the 2nd PS of the N, have been
measured. The excitation cross sections o, of the particular vibrational states of the C °II, can
be obtained from the measured emission cross sections ¢,”" using following relation:

_ cm
Gvr— GVH AV',V” TVV (1)

where A .~ is the transition probability and t, 1s the mean lifetime of level v'.
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Figure 3: Emission cross section of the C *IT,(v'=0) to B 3Hg(v"=0) (337 nm) transition of
2nd Positive system in N,.

The high energy resolution of the electron beam has been used to estimate with high precision

the thresholds of the excitation functions for particular vibrational states v' of the C °II,
electronic state of N,.
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Since the discovery of condensation in a helium nozzle expansion in 1961 [1], helium clusters
have been a focus of cluster research as they are known to possess various fascinating
properties at low temperatures.

One major impetus has been the extreme quantum nature of these clusters, paralleled by only
one other system, namely hydrogen clusters [2]. The behavior of these van der Waals
aggregates of light atomic and molecular species is dominated by quantum delocalization and
exchange effects. The occurrence of superfluidity in *He, clusters containing as few as n = 60
atoms has been established by theory and experiment at the end of last century. On the one
hand path-integral Monte Carlo calculations have been used to study manifestations of
superfluid behavior of *He clusters at low temperatures [3]. On the other hand infrared
spectroscopy of small molecules inside pure ‘He droplets could demonstrate the existence of
free rotations and therefore superfluidity by spectacularily narrowed rotational lines [4].
Another reason that has made helium droplets a “hot topic” is their use as nano-reactors to
study ion-molecule reactions, such as efficient charge transfer via electron-impact generated
He" to molecules embedded within the droplet [5]. Also for spectroscopy at subkelvin
temperatures helium nano droplets have been stated to be an ultimate matrix, which surpasses
any solid matrix as it combines the benefits of both the gas phase and the classical matrix-
isolation techniques [6].

Yet another reason for the unabated interest is the formation of bubbles around electrons and
electronically excited helium atoms within or at the surface of helium clusters [7,8].

The ingenuity of technical approaches taken in the study of helium clusters is breathtaking.
Even though helium clusters are much more difficult to generate than other weakly bound
elemental clusters, helium is the only system for which the size distribution of neutral clusters
has been measured over a wide range by diffraction of nano-structured grids [9].

The main goal of this project will be the development of force fields to describe the
interaction of Helium atoms with molecules. From an experimental point of view there are
many questions which cannot be answered within the experiment in Innsbruck. For example,
after the ionization process the ionic products are expelled from the droplet and a few Helium
atoms might stay attached to the ionized molecule. Whereas the composition of such a
complex can be easily determined from its mass, the arrangement of the Helium atoms around
the charged atom or molecule remains unknown. Also the arrangement of two different
molecules within a superfluid Helium droplet cannot be answered with the experiments. This
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would be of major interest in the case where, for example, different DNA bases form mixed
and pure dimers. The structure of such complexes could, for example, give detailed insight in
the possible formation of complexes on interstellar dust in outer space. Cold temperatures and
the presence of slow electrons generated via the photoelectric effect on dust particles are in
many ways analogous to the scenario in the Helium droplets we want to model.

The theoretical work in Sweden is divided in four steps and altogether these steps will allow
us to model molecules and ions solvated by Helium atoms. In the first part of the project, the
interaction of Helium atoms with small neutral, cationic and anionic atomic and molecular
systems (e.g. Chloride ion, chloroform and water) will be studied using quantum mechanical
(QM) electronic structure (ab initio) calculations. These calculations are performed using
different levels of theory and basis sets of different accuracy to determine the level required
for a reliable description of small gas phase clusters containing these molecules and ions, as
well as one to several Helium atoms. The interaction of the Helium atoms with the molecules
is very weak and therefore it is essential to use a method that can reliably compute these weak
bonds. For instance, the performance of extrapolation methods will be explored for these
systems. In extrapolation methods several energy calculations are performed for each
geometry and the resulting energy values are combined to form the final energy. As an
example the energy of very accurate but very expensive Coupled Cluster (CC) calculations
obtained with a smaller basis set may be combined with MP2 calculations using very large
basis sets, since it is often the case that the finite basis set errors are similar for the CC and
MP2 methods, i.e. accurate energies may be obtained by the extrapolation E(MP2/aug-cc-
pV5Z)+E(CCSD(T)/aug-cc-pVTZ)-E(MP2/aug-cc-pVTZ).

The project altogether as well as the first results of the step mentioned above are presented to
the scientific community at the SASP 2010 conference in Obergurgl.
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We report the spectra of the second NH-stretching overtone (polyad with N=3) of rotationally
cold C¢HsNH,, C¢sDsNH, and CsHsNHD isotopomers of aniline measured by mass and
isotope selective overtone spectroscopy (ISOS) in a molecular beam. Comparison of the
assignments for C¢DsNH, and normal aniline C¢HsNH, confirmed the applicability of the
normal mode model to the NH,-infrared-chromophore in aniline. To extract the tunnelling
splitting the second NH-stretching overtone spectrum in the CsHsNHD has been measured at
different rovibrational temperatures. The further decrease of the tunneling splitting in
CsHsNHD with higher NH-stretching excitation demonstrates the inhibiting nature of the NH-
stretching mode.

Introduction

The investigation of the vibrational structure and dynamics in aniline has a long history. The
inversion motion of the NH, group over the plane of the phenyl ring can be described by a
double well potential with a saddle point of the potential hypersurface at the planar geometry.
An early determination [1] led to a barrier of about 450 cm™. The tunneling process through
the barrier splits the ground state and also many vibrationally excited states into two
tunneling components. The dependence of the effective inversion tunneling potential upon the
excitation of some vibrational modes was approximately treated using the quasi-adiabatic
channel reaction path Hamiltonian (RPH) [2,3,4]. Supersonic jet ISOS spectroscopy has been
used in our group to measure the tunneling splitting in the first NH-stretching overtone region
of C¢HsNH, and CsHsNHD, showing the NH-stretching to be an inhibiting mode [5,6]. Some
measurements in the gas phase at room temperature of the N=3, 4, 5 overtone polyads using
intra cavity acoustic spectroscopy have been reported more recently [7] including a
vibrational analysis [8]. The main goal of the present experiments is the measurement of the
vibrationally state resolved spectra of the second NH-stretching overtone (polyad with N=3)
of rotationally cold C¢HsNH,, C¢DsNH, and CsHsNHD anilines by the ISOS method in a
molecular beam [3,4,9,10]. Comparison of the assignment for C¢DsNH, and normal aniline
C¢HsNH,; confirmed the applicability of the normal mode model to the NH,-chromophore in
aniline in the preliminary analysis of the spectra reported here. The vibrational analysis on the
basis of overtone data, including Fermi coupling between NH-stretching and symmetric NH,-
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bending overtone, will be presented as well as our most recent results of the -NHD
isotopomer, which shows isotopic short time chirality [3-5,11]. As this isotopomer occurs
only in a mixture with CqHsNH, and C¢HsND, ISOS is essential for measuring its spectra
accurately.

Experimental setup

To measure the near infrared (NIR) spectra we used infrared excitation combined with
detection of the excited molecules by the REMPI method with the advantage of isotope
selectivity provided by a time-of-flight mass spectrometer (TOF, Kaesdorf, Munich). The
mass resolution of the ion spectra allowed us to separate isotope substituted ions from the
main ion species. The description of the experimental setup and an explanation of the ISOS
method can be found in refs. [S] and [6]. The rotational temperature of the aniline molecules
in the molecular beam was estimated from the rotational contour to be about 20 K. The
infrared absorption of the molecules during the scanning of the NIR (IR) wavelength is
monitored by the change of the ion yield of the REMPI process. The NIR (IR) spectra were
calibrated by ammonia, acetylene and water absorption lines, measured in a photo-acoustic
cell in parallel.

Results and discussion
Assignment of the measured second overtone action spectra of the anilines CqHsNH, and
C¢DsNH, are presented in the Table 1.

Table 1 Assignment of the vibrational states in the range of the second NH stretching
overtone spectra of the anilines CsHsNH> and CsDsNH, measured in a molecular beam.

C¢DsNH, C¢HsNH,
approximate | Transition V /em' relative V fem” relative
assignment symmetry intensity intensity
3vy(+) Ay 9862.9(5) 0.534 9864.5(5) 0.52575
2Vstvas (1) B, 9878.9(5) 0.222 9881.8(5) 0.14485
2vs 2B (+) Ay 9923.6(10) | 0.0504 9930.6(10) | 0.05365
VetV t2B () | Ba 9947.3(10) | 0.06855 9953.7(10) | 0.11803
Anharm. res. 9959.7(10) | 0.05847
2ve 2B(H) | A 10059.7(5) | 0.00874 10063.5(5) | 0.02682
Anharm. Res. 10127.2(5) | 0.00966
2Vastvs (1) A 10157.0(5) | 0.0457 10159.6(5) | 0.09174
3Vae(1) B, 10280.6(5) | 0.01075 10282.7(5) | 0.02951
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Table 2 Preliminary parameters of the
effective Hamiltonian for CgHs;NH>
obtained from the fits.

Parameter | 7 param. | 11 param.
fit value | fit value
v’ J/em’! 3446.61 | 3447.06
B’J/cm’ 1594.86 | 1624.41
v, J/em’! 3517.09 | 3543.07
X’ Jem’! -35.89 -38.68
X’ pp/em’ 12.66 -4.39
X wa/em’ | -35.89 -45.46
Xsfem’ | -143.55 | -149.01
X’ g/cm’! -18.96 9.18
X wp/em’ | -18.96 -22.62
kgp/om™ 59.58 58.68
Veas/om’ | 143.55 140.67
RMS/cm™ | 8.44 1.77

Both spectra have been measured at expansion
conditions where only one component of the
tunneling doublets was observed. The analysis
of the vibrational spectra of the NH, group was
done in the framework of a normal mode model
for quasi-triatomic molecules of the C,, (Mgy)
molecular symmetry group treating the phenyl-
group fragment as a quasiatom. The modes
considered are: symmetric stretching vibration
Vs, bending mode s and asymmetric stretching
vibration v,s. For an intermediate analysis of the
effective Hamiltonian that in our case appears to
be a function of 11 parameters we have used
approximations [12] for a triatomic molecule,
which reduced the number of parameters to 7.
For the vibrational analysis of the NH stretching
overtone spectra we have used the assignment of

the data in the polyads N=1/2, 1, 3/2 and 2 from ref. [2], [5], [13] which together with our
data in the polyad N=3 gave a set of 17 band centers used for the fit. The fitted model
parameters are summarized in table 2. These vibrational parameters are obtained from
vibrational band positions derived as averages from the tunneling doublets.

We have also extended the overtone measurements for the isotopomer CsHsNHD to the
second overtone range.
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Figure 1 Second overtone ISOS spectra of aniline
12C6H5NHD and 13C12C5H5NH2( *) measured in the
molecular beam with an instrumental resolution 0.15
em™, as an ion signal mass-gated at m/z=94. The upper
trace is the spectrum obtained in a jet expansion with
0.8 bar of Ar; the lower trace is the spectrum obtained
in a jet expansion with 0.35 bar of Ar. The appearance
of the bands corresponding to the lower tunneling
doublet component in the lower trace indicates a
higher vibrational temperature estimated to be about
40K.

The measurements were accomplished at different temperatures by changing the seeding
conditions in the supersonic jet expansion. The spectrum obtained in the expansion of a
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mixture of 7 mbar aniline with 800 mbar of Ar buffer gas showed only one band at 9911.9(2)
cm’ corresponding to a transition between the lowest components of the tunneling splitting.
The spectrum recorded at these expansion conditions is presented in the upper trace of
figure 1. Reduction of the pressure of the Ar buffer gas to 350 mbar led to an increase of the
internal temperature and consequently to a rise of the second band of the tunneling doublet at
9891.6(5) cm™ (see lower trace of figure 1). The assignment of NH-stretching fundamental
and overtone bands of C¢HsNHD aniline from ref. [13] and [5] and the present paper are
summarized in table 3.

Table 3. Assignment of NH-

Assignment Transition V /cm™ AV jem’ stretching  fundamental — and
Ground state 23.8 (23.7) overtone bands of CsHsNHD
Van (U, v) 3450.1 [2,13] 12.5(12.0) aniline. The transition wave
van(L, D) 3461.4 [2] . . number V connects upper, upper
2vau(u, u) 0747 [5] 6.6 (u, u) and lower, lower (I, 1) in-
2van(L, D) 0764.2  [5] ' version sublevels. AV s the in-
3V (u, v) 9891.6(5) this work 35 version splitting of the vibrational
3vau(l, D 9911.9(2) this work ' state, theory [2] in parentheses
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CH Stretching Overtone Spectra of ?CHsl and ">)CHD.I
Measured by NIR-Pump UV-Probe Experiments

E. Miloglyadov, V. Krylov, A. Kushnarenko, M. Quack, G. Seyfang
Physical Chemistry, ETH Ziirich, CH-8093 Ziirich, Switzerland, miloglyadov@ir.phys.chem.ethz.ch

We report the vibrational spectra of the first CH-stretching overtone of rotationally cold
'2CH;I and CHD,I, measured by isotope selective overtone spectroscopy (ISOS) in a
molecular beam. The action spectra of '*CH;I measured at a rotational temperature of 5 K
differ significantly from the room temperature FTIR spectrum, which may be indicative of
incomplete redistribution of vibrational energy (IVR) at a delay time of about 100 ns. The
observed vibrational structure is attributed to the combination bands of sets of the CI-
stretching vibrations with levels strongly coupled to the overtone of the CH-stretching
vibration.

Introduction

The fundamental process of intramolecular vibrational energy redistribution (IVR) involves
the transfer of energy from a well-defined time-dependent initial state to other nearly
isoenergetic states in the absence of collisions or any other interaction of the isolated
molecule with its surrounding. IVR is important for a large number of chemical processes in
general and for our understanding of unimolecular reactions in particular [1, 2]. The present
work was motivated by previous studies on the ultra fast evolution of UV-absorption changes
induced by IVR in CH;l excited to the first overtone of the CH-stretching vibration [3-5]. To
explain the relaxation behaviour in the NIR-pump-UV-probe experiments [5] the
measurement and vibrational analysis of state resolved spectra of rotationally cold CHs;l is
required.

Experimental setup

To measure the NIR spectra we used an infrared excitation combined with detection of the
absorbed photons by the REMPI method with the advantage of isotope selectivity provided
by a time-of-flight mass spectrometer. The mass resolution of the ion spectra allowed us to
separate isotope substituted ions from the main ion species. The description of the
experimental setup and an explanation of the ISOS method can be found in refs. [6-8]. The
NIR (IR) spectra were calibrated by methane absorption lines, measured in a photoacoustic
cell in parallel. Action spectra of methyl iodides were obtained as ion yield changes of the
REMPI signal of excited iodine (*P;,) resulting from the UV+NIR excitation of the molecules
to dissociative S, state through the 5s25p46p2 D°;, state of the iodine at 65208 cm’.
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Results and discussion

Five different vibrational bands have been assigned by Duncan et al. [9] in the spectral region
of the first overtone of the CH-stretching vibration. Between the two bands with A;-
symmetry 2v, and 2v,’ at 5891.03 cm” and 6052.23 cm™, a strong Darling-Dennison
resonance with a coupling matrix element of W44 = 57.1 cm’ has been found. The two
bands with E-symmetry, vl 4+ 2vs® and vi+v, ! at 5874.0 cm™! and 5941.05 cm™ are coupled
in the normal mode description through a Fermi resonance with a coupling matrix element of
Wi5s=33.00 cm™ [9,10]. The higher lying E-type band 2v4* at 6102.15 cm™ is coupled to the
vi+v, ! vibrational state with Wy, = 57.2 cm’. For CHD.I the CH-stretching vibration v, is
coupled to overtones of the two bending modes v; and vg by a strong Fermi resonance. From
the analysis of a 3-dimensional subspace coupling constants of k33 = 85 and kg3 = 45 cm’
have been obtained [11]. Experimental overtone action spectra for CH3I and CD,HI are
presented in figure 1. The intensity distribution across the action spectrum does not reproduce
the intensity distribution expected for the absorption spectrum according to the assigned five
main bands. Around 6052 c¢cm” where the 2\/40 vibrational band has been assigned one
observes only rotationally unresolved band of much smaller relative intensity and rotationally
unresolved dense structure that can not be related to the methyl iodide itself but perhaps to
methyl iodide clusters. No rotational structure around the assigned band center of the 2v,’
band with A, symmetry was observed. The typical structure of the 2v,™ perpendicular band
at 6102.15 cm™ was also not observed, but only one Q branch coinciding with assigned
position of the Q, branch at 6097.1 cm™. In the lower frequency part of the spectrum below
6000 cm™ the RQO, RQ1 and PQI branches of the v;+v,™! band with a small intensity can be
identified. Most of the bands carrying intensity in the action spectrum are concentrated
around 5885 cm™. One parallel band at 5891.45 cm™ assigned to 2v; and four perpendicular
bands centered according to a band simulation at 5863.7, 5864.75, 5886.5 and 5894.4 cm’.
Also a second parallel band (A;) at 5980.5 cm™ was found in the action spectrum. Only the
2v, and v;+v,*! bands have been assigned in the room temperature near-IR spectrum. No
detailed rovibrational analysis in the overtone region is available yet. The analysis would be
important for the understanding of the fast relaxation kinetics found in femtosecond pump-
probe experiments with sensitive UV-probing. Stimulated Raman probing of dissociating
CH;l (after UV-excitation) [12] and theoretical calculations of the UV-absorption spectrum
[13] show that the shift of the UV-spectrum, which is detected in the UV-probing, is related
to the excitation of the Cl-stretching vibration v;, Therefore vibrations including v; will be
preferentially detected in the action spectrum and it should be possible to identify at least
some of the directly coupled states which are important for the fast relaxation process in the
femtosecond experiments from the rovibrationally resolved molecular beam spectra. For the
region of the fundamental CH-stretching vibration two major Fermi resonances were
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identified for the vibrations with A;-symmetry: The coupling of the v, to the first overtone of
the CH-bending mode vs and to the combination band vs™'+vs+ve’™. In a later high resolution
study [14] one more resonance between v5i1+v3+v6'/ I and 2v3+2v60 has been included in the
coupling scheme, confirming the Fermi constant k3;s¢=29.7 cm” which has been well
determined in previous studies [15,16].

Fig. 1: Action spectra of CH;l (upper
% %1 trace) and CD,HI (lower trace) in the
ci'; 1] spectral region of the first overtone of the
2 CH-stretching vibration measured by the
4_258'00 5850 5900 5950 6000 6050 6100 6150 ISOS method in a molecular beam at a
42 CDHI rotational temperature of about 5 K. The
2359 centers of the five vibrational bands in
g;? CH;l, identified in the absorption
' 1.4 spectrum by Duncan et al. [9], are
7 " L indicated.

5860 5880 5900 5920 5940 5960 5980 6000
(E/hc)/em’™

It has been fixed in the C-H stretching overtone analysis [9,10]. Taking into account only the
anharmonic couplings and neglecting the contributions from Fermi and Darling-Dennison
resonances the energies of the two different vibrational levels vitv syt and
vi+ vi Hvs v are calculated to 5888.6 cm™ and 5879.5 cm™, where the splitting arises
from the two possible combinations of the angular momenta /. These two levels are coupled
to the same the level 2vi+vy ' +2v’ calculated at a vibrational energy of 5848.1 cm”. The

-1 +1
+Vg /
-/+1

corresponding coupling matrix element between vs*'+2vs’ and vytvsT+vs
vitve Hvs v s Wass=10.5 cm™! and between vitvytvs T vt 7 vty s v
and 2v;+v, 1 42v 0 is W5,5=14.85 cm’™ [9,10]. These four coupled levels together with vty
are forming a pentad of states. In the action spectrum of CHsl at the assigned position of
vﬁrw{/+l a band at 5941 cm™ was observed, but it has a very small intensity. Three of four
strong E-bands in the action spectrum at 5864.75, 5886.5 and 5894.4 cm™ can be assigned
according to the coupling scheme to v, +2vs’, vitvs ' +vs™+ve™ and  vatv, T Hvs et
The weak band at 5837.8 cm™ is the most probable candidate for 2v;+ v 2ve, Considering
the vibrational states with A;-symmetry a medium strong Fermi resonance between the v;-
and the 2v,+ v;-state have been found with a coupling matrix element of W,,,;=4.5 cm’! [17].
In the anharmonic approximation a vibrational energy of 5978.9 cm™ is obtained for the
unperturbed v;+2v,+v;-state. One parallel band that belongs to transitions to the states with
A -symmetry was observed at 5980.5 cm™ in the action spectrum and it is assigned to the
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vi+2v,t+vs transition. For the two 2v, vibrational states with A;- and E-symmetry only the
(vot+ v4+2ve)-states with calculated energies of 6069.3 cm’! (v2+v4il+2v6°), 6071.8 cm™
(votvs ' +2v6" ), and 6080.6 cm” (vt viT+2v6?) have to be considered. A quite weak
resonance with a coupling matrix element Wyy6=0.7 cm’! has been determined between the
vibrational states v4' and v,+2vs™* [18]. Around the 2v,* transition only a part of a band
with a single Q branch at 6097.1 cm™ has been observed, and is most probably related to a
transition which is Coriolis coupled to 2v,*.

Coming to the analysis of the overtone action spectra of CHD,I it should be mentioned that
only one state can be clearly assigned. According to the simulations a hybrid band centered at
5936.8 cm™ fits to the position of 2v; reported at 5936 cm™ by [11] in the room temperature
spectra. The other observed two bands, centered at 5926.8 cm™ and 5939.7 cm™ cannot yet be
assigned definitely. While the present analysis of the spectra is very preliminary, our results
provide a first access to obtain rates of IVR including lower frequency modes, beyond the
analysis of the very fast femtosecond IVR of CH stretching and bending modes [11].
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The GAMBIT Project Shall Utilize the XMCD Effect
to Determine the Spin- and Orbit Contributions to the
Magnetic Moments of Isolated Transition Metal Clusters
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X-ray induced Magnetic Circular Dichroism (XMCD) is an established technique to
determine the spin and orbit contributions to the total magnetic moments within bulk samples,
thin metal films or supported macro molecules. Only recently such experiments have
succeeded on size selected transition metal clusters which were deposited on an appropriate
support [1,2]. It showed that strong electronic coupling of the clusters to the support takes
place rendering the determination of intrinsic cluster properties difficult.

Our own current and previous research has focussed on the IR spectroscopy and on the
reactivity of molecular clusters and of transition metal clusters when isolated under single
collision conditions [3-5]. We felt it worthwhile to complement our findings with research on
the electronic structure of such clusters. This brought about the concept of the new GAMBIT
project. For this purpose we have setup a new Fourier-Transform-lon Cyclotron Resonance
(FT-ICR) mass spectrometer with an external cluster ion source. The instrument is connected
to the X-ray undulator beam line UE-52-PGM at the BESSY synchrotron light source in
Berlin. [6]

The XMCD-effect emerges upon inner shell ionization of samples with oriented magnetic
moments. The required high degree of orientation arises from application of sufficiently
strong homogeneous magnetic field (up to 7 Tesla) to cluster ions of kinetic energies as low
as 20 Kelvin. The magnetic field comes with the FT-ICR instrument while the cluster cooling
needs additional efforts. We have designed and built a dedictated ultra high vacuum module
that incorporates a novel cryogenically cooled FT-ICR-cell. It was tested to work at cell
temperatures as low as 16 Kelvin while shielding stored ions against black body radiation.
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This cryo-ICR-module is scheduled to migrate to, and to integrate into the GAMBIT setup by

December 2009.

® Sum of all fragments
® Sum of V',V - Vg fragments

V3" x-ray absorption [arb.units]
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510 520 530 540 550 560 570
Photon energy [eV]

Our contribution
aims to provide
the latest update
on our current
achievements. We
aim to record the
X-ray polarization

de-pendent
variation of the
relative intensities
of the fine struc-
ture components
at the L-edge of

3d transition
metals. By virtue
of subsequent
“sum rule

analysis”, we will

yield the spin and orbit contribution to the total magnetic moments as a function of cluster

size. Subsequent variation of the magnetic field, of the cluster temperature

, and of the cluster

net charge (anionic/cationic) will provide for unique data on the electronic structure which
would otherwise not be available. Please note, that prior Stern-Gerlach experiments did
record total magnetic moments without resolving them for their spin and orbit contributions.
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Safe and efficient hydrogen storage is one of the main challenges that needs to be addressed
to put the hydrogen economy in place. Several new solid materials have been identified which
could act as hydrogen absorbers and releasers depending on working pressure and
temperature. However, none of these is efficient enough in terms of operating times (kinetics)
and temperature, volumetric and gravimetric density, reversibility, and stability under
cycling, in order to be used in some high-performance practical applications such as motoring
[1,2,3]. For these reasons, further research is required for tuning and optimizing the already
known materials or for finding more efficient new ones. To this aim, it is important to
understand the principal mechanisms which govern the macroscopic behavior of these
systems, by means of synergistic theoretical and experimental studies. It has been found that
alanates (complex hydrides containing AlH, ™ anions) exhibit improved kinetics and low-
temperature efficiency in hydrogen absorption/release by decreasing particle size at the
nanometric scale level [4], or if they are doped with some metals, such as Ti [5,6], or ball
milled with carbon [7,8], or adsorbed on carbon supports [9,10]. Sodium alanate in particular
(NaAlH,) is very promising for its large theoretical reversible storage capacity on condition
that improved kinetics would make it efficient at lower operating pressure and temperature. It
has been commonly accepted that the elementary reactions governing hydrogen release and
uptake are the following [11]:

NaA1H4 — Na3AlH6 +24 Al + H2
Y4 Na3AlH6 — NaH + % Al + % H2
NaH — Na+ % H,

As in the first two steps aluminum atoms are released or adsorbed together with hydrogen
molecules, several attempts have been made to understand the role played by aluminum in the
overall process. Hydrogen adsorption on bare aluminum surfaces can only occur via
dissociation of the hydrogen molecule (dissociative chemisorption) and it shows quite high
barriers, the smallest one being of about 0.5 eV on Al(110) [12], whereas a Ti-doped Al(100)
surface was found to have barrierless minimum energy paths for the same reaction for
particular Ti atom arrangements [13].
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Table 1. Calculated reaction barriers for a hydrogen molecule dissociation on different size aluminum
clusters, and for different spin multiplicities (E,). AE is the relative stability with respect to the most
stable reactant (cluster + molecule) with the same spin. E,(ICS) is the minimum barrier associated to a
hypothetical intercrossing-system between different spin reaction paths.

In this work we investigate the effect of size of small aluminum clusters on hydrogen
adsorption barriers, since, in absence of Ti doping, hydrogen adsorption could be catalyzed
by the presence of very small aluminum clusters with special properties with respect to
surfaces. These could be highly correlated to the operative temperature and times, and to the
reversibility yield of the process, because it was recognized earlier that the main elementary
reactions involve the formation of chemical bonds between pure aluminum and hydrogen
molecules [11].

An experimental work, based on pulsed cluster beam flow reactor technique, studied the
reactivity of small aluminum clusters Al, (n = 2-80) with deuterium molecules, and found the
rate constant to be maximum and sharply peaked at Alg [14].
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Transition states and reaction paths for a hydrogen molecule dissociating on small aluminum
clusters have been calculated by means of density functional theory. The two lowest spin
states have been taken into account for all the considered clusters Al, with n = 2-6. The
aluminum dimer, which shows a °II, electronic ground state, has been also studied at the
coupled cluster and configuration interaction level, for comparison, and to check the accuracy
of single determinant calculations in this special case, where two degenerate configurations
should be taken into account. The calculated reaction barriers give an explanation of the
experimentally observed reactivity of hydrogen on Al clusters of different size and reproduce
the high reached reactivity of the Alg cluster. The electronic structure problem was also
systematically investigated in order to determine the role played by interactions of specific
molecular orbitals for different nuclear arrangements.

H, dissociation path on Al clusters
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Figure 2. Minimum reaction paths for the dissociation of a H, molecule on singlet and triplet
aluminum hexamers.
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Recent experimental studies on molecular hydrogen inserted into droplets of liquid Helium
and subsequently ionized have exhibited an interesting stability of some even-numbered H,"
clusters [1]. Hs" is found to be especially abundant. H," clusters have been the subject of
many quantum-chemical studies but previous experiments have found odd-numbered clusters
to be dominant and therefore even-numbered ones have received less attention. Previous
theoretical works indicate that there exist two low-lying isomers of this prototypical cluster
cation - the most stable one with three H, units perpendicular to each other and the other one
a with H;" at the center. We searched the potential energy surface of this multidimensional
system and checked the stability of a series of geometries generated by a Monte-Carlo
procedure. We did not discover isomers that were more stable than the ones already known
but found some other interesting local minima.

Details of our calculations

Besides generating the possible geometries with some point group symmetry, a sample of
about 50 asymmetric configurations was randomly generated and optimized at the QCISD
/aug-cc-pVTZ level. They converged to a small set of isomers described below.

Hg'"

Early ab initio studies [2] suggested that H" consists of an equilateral H;' triangle
surrounded by neutral H and H, at two of its apices. Such a Cs - symmetric structure is
weakly bound with respect to loss of H. Montgomery and Michels [3] identified a more stable
isomer with D2d symmetry consisting of a central H,” weakly bound to two H, molecules.
More recently, Kurosaki and Takayanagi [4] optimized the geometries of Hs' at the MP2/cc-
pVTZ level of theory and calculated their energies on the 4™ order Mpoller-Plesset
perturbation theory level including single to quadruple excitations. They found that the D2d
structure lies 0.17 eV below Cs; the latter being separated from the ground state configuration
by a small (0.02 eV) barrier. The D2d structure has also been confirmed in an electron spin
resonance study of hydrogen ion radicals produced by radiolysis of solid parahydrogen. There
and in a path integral molecular dynamics study [5] the two outer H, molecules were found to
rotate almost freely.
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We have searched the Hy ' potential energy surface for other possible isomers. Since also Hjo"
clusters are found experimentally, it would be interesting to know if there is a connection
between Hy' units and this larger cluster, for example if Hg' serves as a core to accumulation
of a shell of H, molecules.

We started this search by generating both structures with a symmetry higher than C; and
random structures with C; symmetry. The sample of about 30 configurations was optimized
at the QCISD/aug-cc-pVTZ level of theory. Our geometries converged to the six minima on
the potential energy surface shown in the figure below.
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The Cs isomer S2 lies 0.15 eV above S1 (D2d) which is the lowest-energy structure, nearly
reproducing the value of 0.17 eV calculated by Kurosaki and Takayanagi®. Structure S3 is
only slightly higher in energy than S2. It may be best characterized as Hs™ + H. It is not quite
a symmetric variation of S2 because the single H is further away from the central H3 unit. A
structure consisting of one linear and one triangular H; unit (S4) as well as the trigonal
antiprismatic (S5) and prismatic (S6) structures are all significantly higher in energy than S3.
Whereas S1-S4 are true locally stable isomers, S5 and S6 are stable only when confined to
their symmetries C24 and D3h, respectively.

Mulliken (MULL) and natural population analysis (NPA) of the hydrogen partial charges
listed in the table below show, for example, that the positive charge in S1 is indeed quite
delocalized, in agreement with a molecular dynamical study [6].
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H S1 S2 S3 S4 S5 S6
MULL | NPA | MULL | NPA |MULL| NPA | MULL | NPA | MULL | NPA | MULL
1 0.32 | 0.20 | 0.39 024 | 0.07 | 006 | 044 | 0.28 | 0.18 0.15 | 0.29
2 032 | 0.20 | 0.13 0.25 | 0.07 | 0.06 | 0.45 | 0.28 | 0.18 0.15 | 0.11
3 0.09 | 0.15 | 0.31 032 | 018 | 0.33 | 0.00 | 0.34 | 0.15 0.19 | 0.11
4 0.09 | 0.15 | 0.05 005 | 034 | 026 | -0.04 | 013 | 0.18 0.15 | 0.29
5 0.09 | 0.15 | 0.05 0.05 | 034 | 026 | -0.04 | 013 | 0.18 0.15 | 0.11
6 0.09 | 0.15 | 0.08 0.10 | 0.01 | 0.01 | 0.18 |-0.17| 0.15 0.19 | 0.11

In S2 the positive charge is mostly concentrated on the H;" core which is only weakly bound
to the outer H, and H. In the picture below the spatial spin distribution is shown. The neutral
H atoms in S2 and S3 and the cationic Hj units in S2 and S4 can easily be identified.

¢e®?

&
29

S2

Y]
P ¥
33 I

Our calculations were performed without taking into account quantum effects due to low
mass of H and shallow potential surfaces. Therefore one must distinguish minima on the
energy surface (which we describe) from actual cluster geometries that only coincide with
topological minima if delocalization is neglected.
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The function of biological molecules is not only related to their structure but also to their
ability to change their conformation. For this reason, understanding the potential energy
landscape of flexile biological molecules — both the stable conformations and the barriers that
separate them — is important for unraveling their function.

We perform spectroscopic studies of cold, isolated peptide ions generated in the gas phase by
electrospray and cooled to ~10 K in a cooled, RF ion trap [1-3]. The application of UV-IR
double resonance spectroscopic techniques allows us to measure their conformer-specific
infrared spectra, which, in combination of theory, provides information on their structure.
Once having spectroscopically characterized the stable conformations, we then use the
spectra to monitor laser-induced isomerization between them.

This poster will present our most recent results in pushing these techniques to peptides of ten
or more amino acids. Special emphasis will be given to the techniques we are implementing
to deal with the greater degree of conformational heterogeneity of larger systems.
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Abstract

A selected ion flow tube study of the reactions of a series of gas-phase atomic cations (S,
Xe', 0", Kr',N", Ar', and Ne") spanning a large range of recombination energies (10.4 —21.6
eV), with acetone, 1,1,1-trifluoroacetone, hexafluoroacetoneare reported. Experimental
reaction rate coefficients and product branching ratios measured at 295K are reported.

Introduction

Acetone, (CH3),CO, is an important molecule, found in many environments. For example, it
is present in the interstellar medium, being formed through a series of ion-molecule reactions.
Acetone is used as a molecular dopant in the latest generation of Ion Mobility Spectrometers
(IMS), used to detect airborne threats such as chemical warfare agents. Within the IMS,
protonated acetone cluster species are formed which will react with any threat agents present
leading to their detection.

Despite its importance, surprisingly, there have been no detailed investigations of the ion
chemistry involving acetone as the neutral species. Here we partly address this disparity by
presenting investigations of the reactions of atomic cations with acetone.

The effects of the changes of molecular structure and their influence on the kinetics and the
dynamics of ion-molecule reactions is fundamentally interesting. Thus, in addition to the
atomic cation-acetone reactions, we present here an investigation of the ion chemistry of
1,1, 1-trifluoroacetone, CH3;COCF;, and hexafluoroacetone, (CF;3),CO, compared to that of
acetone.

The adiabatic ionization potentials of the neutral reagents are 9.7 eV for acetone, 11.0 eV for
1,1,1-trifluotoacetone and 11.6 eV for hexafluoroacetone. Thus, with the exception of S*
with the fluorinated species, charge transfer is exothermic for all other reactions. Charge
transfer (involving the transfer of an electron from the neutral reactant species to the reagent
cation can be nondissociative. However, more complex reactions involving the transfer of
atoms can also occur in competition with or instead of charge transfer. These types of ion-
molecule reaction processes have been investigated in this study.



2010 235

Experimental Details

Rate coefficients and products for the ion-molecule reactions have been measured using a
SIFT apparatus. Details of its operation are given in several reviews [1,2], and only a brief
description is given here. Reagent ions were generated from a suitable precursor gas in a
high-pressure electron ionization source. By transmitting the generated ions through a
quadrupole mass filter, the required reactant ion was selected and admitted into the flow tube.
The tube was filled with ca. 0.5 Torr of helium buffer gas moving with a high linear velocity,
ca. 100 m s”. The neutral reagent was injected downstream into the flow tube via one of two
different inlets. At the end of the flow tube cations were focused through a 1 mm orifice in a
Faraday plate into a second quadrupole mass filter and detected by an off-axis channeltron.
The amount of injected neutral was varied from zero to a value which depleted the reactant
ion signal by ca. 90%. The loss of reagent ion and the increase in product ions were recorded
as a function of neutral reagent concentration under pseudo-first-order conditions. The error
in the rate coefficient determined from data analysis is estimated to be 20%, and the apparatus
is limited to measuring reactions with rate coefficients greater than ca. 10" cm® molecule™
s, Branching ratios were derived from plots of ion signal versus neutral concentration, and
extrapolation to zero flow of the neutral molecule allowed for the effects of any secondary
reactions. We quote an error of 15% in product branching ratios; this error increasing for
ratios below 10%.

The halogenated compounds were purchased from Sigma-Aldrich with stated purities of
greater than 97%. Acetone was purchased from Fisher with a stated purity of greater than
99%. Acetone and 1,1,1-trifluoroacetone were purified by several freeze-pump-thaw cycles.

Results

To illustrate the type of results obtained table 1 presents details of the reactions of S*, Xe",
O", Kr', N', Ar" and Ne" with acetone. The reagent ions are listed (top to bottom) in order of
increasing recombination energy (RE). The measured rate coefficients, ke, the product
cations and their branching percentages for the reactions are provided. To assess the
efficiency of the reactions, the experimentally determined rate coefficients are compared in
the table with the predictions of capture theory, k., calculated using parametrized fits to
results from trajectory calculations [4].

Table 1

Product branching ratios and rate coefficients for the reactions of acetone with molecular
ions studied (S”, Xe", O", Kr', N', Ar" and Ne").
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Acetone, (IP =9.7 eV) CH;COCH;
keon k
) co exp
Reagent (RE/eV) Product Ions (BR %) a 0° em’ s'l) a 0% ent’ s'l)
S’ (10.36) C3Hs' (40)
CH;CO" (22) 2.8 0.9
CH;COCH;" (38)
Xe' (12.13) CH;CO" (95)
2.0 2.7
CH;COCH;" (5)
0" (13.62) CH;CO" (84)
. 3.5 2.4
CH;COCH;" (16)
Kr'" (14.0/14.7) CH;" (2)
X 2.1 3.1
CH;CO" (98)
N"(14.53) CH;CO" (88)
. 3.7 3.5
CH;COCH;" (12)
Ar'(15.76) CH;" (15)
2.6 3.5
CH;CO" (85)
Ne' (21.56) CH;" (45)
3.2 3.2
CH;CO" (55)

keon calculated using MADO and viscosity relative to air = 0.47. Molecular formula not
necessarily representative of structure of molecule. Neutral products not listed as not well

defined.
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Introduction

In this contribution, we present a novel theoretical approach for the description of the
fragmentation and formation of fullerenes. The prominent feature of our approach is that we
study fragmentation and formation not as separate processes but as one general process of
phase transition in fullerenes. We focus on the phase transitions of Cgp and C,yy using
molecular dynamics simulations combined with a statistical mechanics model [1]. The
advantage of this model is that the phase transition temperature can be predicted at any
arbitrary pressure, e.g. at the pressure conditions found in arc-discharge experiments.
Furthermore, the model indicates an upper temperature/pressure limit at which the Cg
fragments into a carbon gas. Together with this model, we have developed a topologically-
constrained forcefield which allows one to gain computational time by considering only the
necessary fullerene formation channel. The topologically-constrained forcefield has been
benchmarked to the tight-binding[2] and Tersoff potentials [3], and shows a good
correspondence for the Cgy and C, structures. Using this forcefield, we then conducted half a
microsecond long constant temperature molecular dynamics simulations of the Cg, as well as
the C240.

Forcefield and molecular dynamics simulations.

In order to investigate the phase transition of our two-state model Cgy <> 30 C, using
molecular dynamics, we have constructed a topologically-constrained forcefield to restrict the
system to this particular channel.

The forcefield is given by:

N
‘V{ r; "l = Z I':rz.‘e'.fl'[' {f‘.ﬁj J =+ I:.‘t_'li' ( ij )

i#=k,0,m j=k.l,m

where it differentiates between two types of interactions: the long-range van der Waals (vdW)
and the short-range covalent (cov) bonding.
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The interatomic distance r;; between atoms i and j is defined as 1 = |r; -r;|. The sum in the
covalent term is over the three nearest-neighbours of atom i: atoms k, / and m; while the sum
in the van der Waals term is over the other (N-4) non-neighbours of atom i. Hence, each atom
is allocated 3 covalent nearest neighbours, determined by their positions relative to atom i,
and (N-4) van der Waals non-neighbours. In this way, the atom is topologically-constrained
to interact with a certain type of bonding with other atoms in the system. Both short and long-
range interactions in the system are modelled with the Lennard-Jones potential. The
parameters of the interaction are fitted to reproduce well the geometry and the energy of the
fullerene cage obtained from quantum mechanical calculations.

We then performed constant-temperature molecular dynamics simulations for Cgy and C,4
with a timestep of 1fs and a total of 10° steps to give a total simulation time of 500ns. The
simulation was performed using periodic boundary conditions with a unit cell of length 20A
per side. Temperature control was achieved by means of the Langevin thermostat with a
damping constant of 100ps” . The simulations were conducted for temperatures between
3000K and 8500K.

Results and discussion.

T=4450 K T=5855 K T=6800 K To analyse the behaviour of the system during
< | S1- RN e phase transition, we have plotted in Fig. 1, the
E’ ur total energy and the bond length of a single
st C-C bond of the Cq as a function of the
° simulation time. The three parts of Fig. 1
£ 1 show when the Cg, is in its cage phase (in
g ot black), the phase transition (in red) and in the
g sial gaseous phase (in blue). The phase transition

. ; region (in red) displays a mixture of both cage

L] 250 0 250 L] 250 500
Simulation time (ns) and gaseous phases. Here, one can observe
that the system fluctuates between states of

Fig. I Total energy and bond-length higher and lower total energies, signalling

fluctuations within a single a trajectory at

different temperatures that the system is continuously jumping

between the cage and gaseous phases. This
on-and-off distribution is characteristic of a two-phase coexistence regime that has been
observed as well for finite-size clusters. At the phase transition temperature, the Cg, oscillates
between the fullerene cage and the carbon gas states, signifying that the difference between
the free energies of the two phases is on the order of k7. To the best of our knowledge, our
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work is the first where the processes of fragmentation and formation of a fullerene are
observed several times in the course of the simulation.
In the Fig. 2, we present the caloric
curves for Cgq and Cy and their

0 . . -100 associated heat capacity curves.

8 a The heat capacities shown in the inset

s “t 17 3 of Fig. 2 were obtained from the caloric
2 500 4 o .

g :-_ la0 m curves by C,=dE/dT. The maximum of
2—, o 8 ecach peak in the heat capacity denotes
o g ..

g 1000 1% 3 the phase transition temperature, T, =
w ¢ 5855K for Cg and T.= 5500K for Caa
[ —4-300 @
B =
= 1500 O— o . ..
e 1 -350 To predict the phase transition
3000 4000 5000 6000 7000 8000 temperature at experimentally
Temperature (K) accessible conditions, one has to

develop a statistical mechanics model

Fig. 2: Caloric curves and heat capacity plots (inset) of this process. Here, we outline the

for Cg (black triangles) and Cs49 (open diamonds)  basic physical effects that our model
accounts for (see Ref. 1 for full details
of the model).

Firstly, one has to introduce the corrections associated with the topological constraint of the
forcefield. Indeed, there are 2*°30! ways to assemble a carbon cage from 30 dimers, but in our
molecular dynamics simulations we account for only one of them. Accounting for multiple
possibilities of the carbon cage assembly will lead to a certain correction to the entropy of the
cage state. Another issue is regarding the pressure in the system. At experimental
conditions[4,5], the usual range of pressures is 10-100 kPa. However, in our simulations it is
about 0.4 GPa due to the small size of the box. Another correction to the entropy of the
gaseous state is regarding the finite size of the atoms. To correctly describe the gaseous state
of the system, one has to account for the excluded volume associated with repulsion between
atoms. In our work, we have estimated the radius of the atom as being such that the repelling
forces between a pair of atoms equals k7. Combining all the discussed corrections, we arrive
to the following dependence of the phase transition temperature on pressure (see Fig. 3).

Conclusions

In this communication, we present and discuss the statistical mechanics model to describe the
formation/fragmentation of fullerenes as phase transitions. The advantage of this model is that
it allows one to predict the phase transition temperature at any arbitrary pressure, thus



240

SASP

enabling us to predict the phase transition temperature in the pressure conditions found in arc-

discharge experiments.
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Fig. 3: Phase diagram of Cgy showing the upper

limit of the fullerene phase before fragmentation

to a gas of dimers. The data points in the figure

refer to experimental results (see Ref. 1 for

further details).

Together with this model, we have
developed a topologically-constrained
forcefield with which we have
conducted constant temperature
molecular dynamics simulations of up
to 500 ns, two orders of magnitude
longer than previous works. Results of
the simulations show that our model
Ceo and C,4 demonstrate a phase
transition at temperatures of 5855K and
5500K respectively. We have also
demonstrated that the process of
fullerene fragmentation and reassembly
is a first-order-like phase transition
between gaseous and cage states in the
finite system by means of heat-capacity
plots. Furthermore, we have extended
our statistical mechanics model to take

into account entropic corrections in the form of permutational and pressure corrections. These
corrections have lowered the phase transition temperature obtained from the MD simulations
and have allowed us to take into account the effect of pressure on the phase transition. This
pressure factor is critical in correlating our statistical mechanics model to real experimental

conditions in arc-discharge experiments.

Taking account all these factors, we have obtained for the Cgy a phase transition temperature
of 3800-4200K corresponding to a pressure of 10-100 kPa in good agreement with
experimental results. The novelty of the present work is in the fact that it treats the fullerene
formation process as a carbon gas - fullerene cage phase transition.
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Introduction

The growth of one-dimensional (1D) nanocrystals represents an important research topic in
crystal engineering for nanotechnology [1]. The growth of 1D fullerene (Cgy) nanocrystals (or
nanowires) has proven to be of considerable scientific and technological interest because of
the properties associated with the low-dimensionality, quantum confinement effect, and
potential electronic, magnetic and photonic applications [2]. To this end, there have been a
number of reports on the growth, structural characterisation, and application-related
investigations of Cgy nanowires [3-5]. In particular, a recent publication by Miyazawa and co-
authors [6] indicates that a pristine Cgp nanowire, prepared by the liquid-liquid interfacial
precipitation method using a pyridine solution of Cg, and isopropyl alcohol [7], exhibits
electrical conducting behaviour, and the outer Cgy oxide covering may be potentially used as
the dielectric layer for single Cgyp nanowire-based field-effect transistors for nanoelectronics.

In a recent study, we demonstrated that exceptionally long fullerene nanowires, with a length-
to-width aspect ratio as large as ~3000, can be grown from 1,2,4-trimethylbenzene (TMB)
solution of Cg [8]. These nanowires, denoted as Cg-TMB, have been observed to possess a
highly unusual shape that retains unchanged even after removing the solvent at elevated
temperatures. This excellent property has offered a new approach to the formation of a
fullerene-based carbon 1D nanostructure, but importantly, without the involvement of any
metal species as the growth catalyst. Consequently, the normally employed post-growth
purification process for the removal of metal is no longer necessary, in a marked contrast to
the chemical vapour deposition (CVD) technique for growing carbon nanotubes [9].

The understanding of the exact nature of the Cqo-solvent interaction should provide useful
insights into the mechanism of the crystal growth and offer a potential method for the control
of the crystal shape and structure. Here we report on our investigations of this important topic
from both experimental observations and theoretical calculations. Our approach includes the
detailed observation of the crystal morphology and structure using high-resolution electron
microscopic techniques, in conjunction with the search of the Cgp-solvent interaction modes
in the crystal unit cell, followed by the calculations of the kinetic energies required for the
crystal growth along the principal growth axes.
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Theoretical Methods

The interactions between the Cg, and the TMB molecules in the crystalline lattice were
investigated by accounting for the van der Waals and Coulomb interactions between them.
The partial charge of each atom in the TMB molecule was calculated within the framework of
the ab initio density functional theory employing the B3LYP density functional [10].

In the calculations we consider C¢y and TMB molecules as rigid objects. This assumption is
reasonable because the energies involved in the inner dynamics of the molecules are
significantly larger than the interaction energies between the molecules [11,12]. Therefore at
the temperature of the nanowire growth (~300 K), the constituent molecules remain stable.
Freezing the internal degrees of freedom of the molecules significantly reduces the
dimensionality of the problem, hence allowing us to study nanowires of larger size. The idea
behind the theoretical analysis performed in the present work is to understand to what extent
the intermolecular interactions can explain the large anisotropy of the nanowires.

The energetics of the system was calculated by considering the intermolecular potentials
described by several parameters such as the depth of the potential well (&), the bonding
length of an atomic pair (o), and the atomic charges (q), derived from the ab initio DFT
calculations. Optimization of the structure of the crystalline unit cell was performed using
conjugate gradient method implemented within the MBN Explorer program [13]. The
adhesion energies were defined for the system and calculated, in order to determine the
energy needed for a unit cell to extend along a specific growth direction. Finally the
theoretical results
were compared with
the experimental
observations.

Figure 1: Optimized
isomeric states in the
Cso-TMB nanowire unit
cell as derived from the
calculations.

The number in the
brackets below each
image shows the energy
of the structure (in eV).

(c) isomer 3 (E=-1.609

—

(d) isomer 4 (E=-1.581)
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Results

We have performed a thorough theoretical analysis, aiming at gaining an in-depth
understanding of to explain the exceptionally large aspect ratio of Cgp-based nanowires. By
accounting for different interactions in the system we have calculated the structures of the
unit cell and determined the role of the fullerene and of the solvent molecules in the
crystallization process of the nanowires [14]. The structures of four energetically favorable
isomers of the unit cell are shown in the Fig. 1. We have also calculated the adhesion energy
of C¢ molecules to the nanowire surface, and on the basis of this explained the growth
anisotropy of the crystal.

As a second step towards understanding of nanowires growth anisotropy we demonstrate
theoretically that at room temperature the effect of electron polarization is negligibly small
and, therefore, cannot become the driving force for nanowire growth along one preferential
direction [15]. Experimental measurements are in agreement with the theoretical analysis: the
nanowires have been observed to emerge from the polar 1,2,4-trimethylbenzene and non-
polar 1,3,5-trimethylbenzene solution of Cy, while no nanowires from polar toluene, 1,2,3-
trimethylbenzene and non-polar benzene solutions could be recorded (see Fig. 2).

o

Figure 2: Scanning electron microscopic images of the fullerene (Cgy) crystals (either in the form of
wires or particles) grown by using the solvents of 1,2,3-trimethylbenzene (a), 1,2,4-trimethylbenzene
(b), 1,3,5-trimethylbenzene (c), benzene (d), and toluene (e). The insets of (a), (b) and (c) are the
corresponding optical microscopic images, with the scale bars being 2 um, 10 um and 200 um,
respectively. The insets of (c) and (d) are SEM images of higher magnifications to show the individual
crystalline particles, with the corresponding scale bars being 5 um and 10 um, respectively.
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To get a more profound understanding of the nanowire growth mechanism we have also
studied the possible polymerization reactions occured between the Cq and the solvent
molecules [16].
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We present a detailed systematical theoretical analysis of the post-growth processes occurring
in a nanofractal on surface. For this study we developed a method which describes the
internal dynamics of particles in a fractal and accounts for their diffusion and detachment. We
demonstrate that these kinetic processes are responsible for the formation of the final shape of
the islands on surface after post-growth relaxation.

Introduction

An important goal of nanotechnology is the development of controllable, reproducible and
industrially transposable, nanostructured materials [1]. In this context, controlling of the final
architecture of such materials by tuneable parameters is a fundamental problem.

The investigation of the dendritic structures (fractals) has attracted considerable attention of
many scientists [2]. The formation of such systems provides a natural framework for studying
disordered structures on surface, because fractals are generally observed in far from
equilibrium growth regime. During the last years fractal shape have been recordered for a
variety of systems. Fractals consisting of Ag clusters [3] and C4, molecules [4] have been
fabricated on graphite surface with the use of the cluster deposition technique.

The post-growth transformation of silver cluster fractals to compact droplets on graphitic
surface was experimentally studied [5]. It was demonstrated that depending on the
experimental conditions the shape and the size of the stable silver droplets changes
significantly [6].

The self-organization dynamics of particles on a surface was also studied theoretically. An
efficient theoretical tool for describing particle dynamics on a surface is the diffusion limited
aggregation (DLA) method [7]. Within the framework of this method each particle on a
surface moves freely in a random direction until it collides with another particle, in which
case both particles stick together and become immobile. The DLA model was used for a
qualitative description of the process of fractal formation on the surface.

Contrary to the process of fractal formation, the process of the post-growth relaxation and the
question of stability of deposited structures is still not well understood. The understanding of
the post-growth relaxation processes would allow one to controllably influence the self-
organization processes of particles on the surface and therefore to obtain patterns with
predictable properties.
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Here we present a detailed systematical theoretical analysis of the post-growth processes
occurring in a nanofractal on surface. For this study we developed a modified DLA method
which describes the internal dynamics of particles in a fractal and accounts for their diffusion
and detachment. We demonstrate that these kinetic processes control the final shape of the
islands on surface after the post-growth relaxation.

Theoretical methods

In our model we consider fragmentation of a fractal consisting of non-elastic particles of
equal radii. In this case, the relaxation of a fractal on a surface is controlled by diffusion of
particles along the fractal periphery and particle detachment from the fractal. The diffusion
and detachment rate depend on the activation energy and particle-particle interaction. The
diffusion rates of a particle along the periphery of a fractal can be written as:

E Ae E
v 2822

kT kT kT ()

where m is the number of bonds that are broken in the course of particle motion, E; is the
bonding energy between two particles, n is the number of unbroken neighbouring bonds
between two particles and A€ is the energy barrier of a particle diffusion. E, is the activation
energy of a particle on the surface and V' is the characteristic frequency of particle vibration
in the vicinity of the minimum of the potential well. The evaporation (detachment) rate of a
particle from the fractal is given by

()= vexp{— £, _Au_E, }

kT kT kT (2)

where [ is the number of bonds, broken after particle detachment from the fractal, Au is the
chemical potential of particle detachment.

From Eqgs. (1)-(2) follows that the probability of the different kinetic processes in the system
depends on the values of E,, E,, A€, Al 1n the present work we perform a systematic study
of fractal stability by varying these kinetic parameters [8].

Results

Using the DLA method we obtained several fractal structures which mimic silver cluster
fractals on graphite surface studied in [6]. We use the fractal structure shown in Fig. 1a for
the study of the post-growth relaxation processes. The experimentally grown silver cluster
fractal is shown in Fig.1d.
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We present several scenarios of a fractal relaxation on a surface. The rate of fractal decay
depends on the binding energy between particles, while the barrier energy for particle
diffusion defines the morphology of the fragments during the relaxation of a fractal [8].
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Fig. 1: Evolution of the fractal structure, calculated with the DLA model with accounting for
the internal dynamics of the particles in the fractal (a)-(c) and comparison with the
experimental observation of the silver fractal perturbation by adding of oxygen impurities to
the silver clusters (d)-(f). (a) fractal structure grown by the DDA method, (b) snapshots of the
fractal structure after fragmetation, calculated with the DLA model; (c) size distribution of
the islands after fractal fragmentation, (d) structure of the silver cluster fractal grown by
cluster deposition technique on the graphite surface from Ref. [6], (e) results of experimental
observation of perturbed silver fractal by adding additional oxygen atoms to the silver
clusters [6]; (f) size distribution of the silver island on the graphite substrate after
pertubation [6]

Figure 1b shows the results of fractal structure evolution calculated with the DL A model with
accounting for the internal dynamics of the particles in the fractal. Kinetic parameters E,, Ej,
Ag | At in this example are equal to 0.5 kT, 3kT, 0.6 kT and 10 kT, respectively. The
temperature is assumed to be equal 300 K. The results of the numerical calculation are
compared with the experimental observation of the silver fractal perturbed by the thermal
annealing or by adding impurities to the system [6]. Figure le shows the results of
experimental observation of perturbed silver fractal by adding of oxide impurity to the silver
clusters.
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The distribution of the island sizes which emerge after fractal fragmentation is a useful
characteristic in experimental analysis, used to describe the topology of the system. In our
work we analyse this distribution after fractal fragmentation. The results of the calculation are
shown in the Fig. lc. The distribution of the island sizes in the perturbed silver fractal after
adding of oxyde impurity to the system is shown in Fig. 1f. The most probable radius of a
silver cluster islands is equal to /8 nm. The same value follows from theoretical calculation.
The number of islands is different, because in the calculation we consider only a single
fractal, while the results of the experiment are shown for several silver cluster fractals
fragmenting on the graphite surface. Thus, for N; fractals on surface the number of islands
formed after fragmentation can be approximated as N,,, = Nj <N;;>, where <N,;> is the
average number of islands formed after fragmentation of a single fractal.

We demonstrate that stability of the fractal structure depends strongly on several factors, such
as the concentration of impurities and temperature [9]. Therefore the suggested model can be
used to predict evolution of the system topology during the fractal fragmentation process.
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We extend our earlier studies on spectroscopic signatures of molecular parity violation by
investigating the influence on rotational spectra. Therefore, we determine vibrationally
averaged moment of inertia tensors with anharmonic vibrational wavefunctions including
effects from parity violating potentials. This approach goes beyond the calculation of the
influence on rotational constants via changes in the geometry and therefore also in the
moment of inertia tensor (see Quack, Stohner, Phys. Rev. Lett. 84, 3807 (2000)). It turns out
that the rotational constants are very strongly influenced by parity violation when including
excitation in bending modes. These investigations help our understanding of fundamental
symmetry violation in nature.

Introduction

The Standard Model of Particle Physics [1,2] summarizes our current knowledge of
fundamental laws in physics in general including chemistry in particular. The last and most
fundamental revision of our knowledge and understanding of fundamental laws governing
nature stems from 1959 when parity violation was predicted and shortly thereafter confirmed
experimentally in particle physics [3,4]. Molecular spectroscopy can probe interactions under
well defined conditions when intermolecular interactions are absent. This is important if one
wants to study very small effects which tend to be masked by interaction with the
environment. Due to a violation of space-inversion symmetry or parity, left- and right-handed
molecules (enantiomers) are not exactly equivalent energetically. In the limit of a high barrier

for interconversion, the tunneling splitting between enantiomers is much smaller than the
parity violating energy difference ALE, which thus becomes a measurable quantity [2,5-8].

Early quantitative estimates [9,10] were incorrect by one to two orders of magnitude
typically. We have more recently corrected for this deficiency by much improved theoretical
calculations [2,11-13]. The Hamiltonian for parity violating potentials in chiral molecules
[9-14] is given (in SI units) by

-~ (JIF - ey ~D s sy s = -
Hp *4WZQ”Z[MM-s(r).o‘(r(f)— ¥a))] (1)

a i
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In this expression, contributions to parity violation due to nuclear spin effects have been
neglected. It is summed over nuclei a and electrons i; m. is the mass of the electron, ¢ is the
velocity of light, & is Planck's constant, Gy is the Fermi-coupling constant, p(i) is the

electron momentum, and s(i) is the spin of the electron. 53(f(i)_ ﬁ(a)) is the Dirac delta
distribution which confines the interaction to the positions of the nuclei, whereas [...]+ denotes
the anti-commutator. The weak charge Q, is approximately given by N, - (1 - 4 sin® 6y)Z,
where N, denotes the neutron number of nucleus a and Z, the electric nuclear charge. Gy is

the Weinberg angle [15]. The parity violating Hamiltonian given above introduces a tiny
energy difference between left- and right-handed molecules (S- and R-enantiomers), ALE

with a corresponding heat of reaction for stereomutation of S =R with A H) ~ N, A, E and

\APVE

=2<E > < Epv> is the expectation value of the parity violating potential va@)

pv
calculated with dependence upon all internal coordinates g by means of I:]pV and using a

spin-orbit perturbed electronic ground state wavefunction [11,12,16]. AL E might be a

directly observable quantity if the experiment is performed in the time domain following
earlier proposals [5-7]. Another experiment to determine the influence of parity violation on
molecular properties is to try to observe a shift of the vibrational frequencies between
enantiomers [17,18]. We have shown [16,19-21] that the current experimental accuracy still
lacks some orders of magnitude for the measurement of the relative vibrational frequency
shift between both enantiomers of CH(D)BrCIF in the range of the CF-stretching fundamental
at about 1078 cm™; an even higher accuracy would be needed to measure it in camphor which
was the second example were early attempts have been undertaken to measure parity
violation in molecules [22]. Among the molecular systems for which (relative) vibrational
frequency shifts caused by parity violation have been calculated based on our theoretical
approach described briefly below (more details can be found in [2,13] and references cited
therein) are as follows: CHBrCIF [16,19-21,23,24]; CFXYZ (X,Y,Z=H,Br,CLI) [25]; F-
oxirane (C,H;FO) [26]; BiHFBr, BiHFI [27]; PH;AuCHFCI, CIHgCHFCI [28]; Camphor
(C10H140) [29,30]; CBrCIF", CBrCIF [31]; PHBrF, AsHBrF [32]; polyhalomethanes [33];
SeOXY (X,Y=H,F,Cl,Br,I) [34,35]. We have also considered rotational frequency shifts
[18-21] which are the topic of the present paper.

Theory

In our investigations, the parity violating potential Ve, has been determined using the RPA
and MC-LR CASSCF ab initio method [13] along the reduced dimensionless normal
coordinates g for all relevant vibrational degrees of freedom. In our early calculations
[20,21] we assumed V (q) diagonal in g.. ¥, (q) was then fitted to a polynomial expansion
in ¢g; and the relative frequency shift has been determined on various levels of approximation:
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One-dimensional in the separable harmonic or anharmonic adiabatic approximation (SHAA
or SAAA), or fully coupled by solving the multi-dimensional vibrational Schrodinger
equation

~~

ﬁl,,(,,1(17> q) = HY (7. 7) + Vi () with E, = EY + (02 |Voo ()| T2) (2a)
ApBn = (EF — ERO) — (BF — BED) = 2 (U5|Vir (9)125) (2)

n 7 T

V,,(g) is expanded in a polynomial, <‘P° V.. (@) |‘Pf> is evaluated numerically.
Ape ™ 2 [(WOVo () [W0) — (W0 V()| W0))]
(B2, - EY,)
In our previous work on vibrational frequency shifts we also considered both the anharmonic
parity conserving Born-Oppenheimer potential for vibrational motion and the parity violating
potentials }© (g) coupled between several normal modes [16,36]. | P’ is then the
anharmonic elgenfunctlon to the elgenvalue E 3 of the complete (parlty-conserving)
vibrational molecular Hamiltonian (H o1) for the upper (u) or lower (1) molecular state, and
the denominator gives the corresponding energy difference. The factor of 2 in eq. (3) arises
from considering the difference between both enantiomers, which is twice the individual shift
(see [16,20,21] for more details). Rotational shifts have first been investigated for CHBrCIF
by calculating the change in geometry caused by an additional parity violating potential
energy, which leads to a change in bond length and therefore also in the moment of inertia
tensor. This can be used to estimate the change in rotational constants [20,21]. A better

approximation is to vibrationally average the moment of inertia tensor. From eq. (2) and the
perturbation expansion of the wavefunction

(3)

s 0 5 1 "o
\Ij'u ~~ an - \[f” i3 an C i (4)
we obtain the vibrationally averaged moment of inertia tensor (in the SAAA)
) (v3)
0 e /0 70 1)\ ) ko 0| 700 =
(Wo| I°] o) = (/1| WY) —2 Z T (I7ER) (5)
A0 vy
+ A X%

Results and Conclusions

The reduced normal coordinate dependence of the parity violating potential energy has been
used to determine anharmonic wavefunctions in CDBrCIF. The contributions to the
vibrationally averaged rotational constants are shown in the Table for each mode v; [30]. The
total effect from all modes is compared to the estimation from the equilibrium geometry in
the last two lines of the Table. In contrast to the vibrational domain it seems that bending
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modes show larger contributions to rotational constants (rows v; to vo of the Table), as
expected. However, further investigations are needed by, for example, considering multi-
dimensional couplings although they are known to have less influence on bending modes
[16,30].

A’hc B/he C/he
(incm™) 0.21101 0.06632 0.05279 ab initio (X,)
0.21089 0.06631 0.05279 vib. averaged (X))
AX®) /(10718 em™1) 0.0127 0.0012 -0.0001 vy CD str
1.4042 0.0318 0.0716 v, CF str
0.3459 0.0143 0.0106 v3 CD be (a)
1.0808 0.0849 0.0639 v4 CD be (b)
-2.0260 -0.1641 -0.1559 vs CCl str
0.8554 0.1728 0.0940 v CBr str
13.391 0.8002 1.5674 v; CICF be
-4.5302 -2.3783 -1.8981 vg BrCF be
-4.8046 1.8422 0.8848 vo BrCCl be
Total AX/(107"em™") | 57292 0.4050 0.6553
from change in geometry 5.79 0.83 1.09 after [16,20,21]
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Cavity Ring-Down (CRD) Spectrum of the v,+2v;
Subband of CH, in a Supersonic Expansion Below 40 K
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The N=vi+v3+0.5(va+v4)=2.5 polyad of '*CH, is composed of 20 overtone and combination
bands. The v,+2v; band has been first assigned in 1933 at low resolution [1]. Further
assignments have been done later still at low resolution (0.3 cm™") at room temperature and 77
K [2]; The CRD measurements performed in our group some years ago [3] were the first
using supersonic expansions; they provided first high resolution analyses and an accurate
location of the vibrational level v,+2v; at 7510.3378 cm’’. Since these measurements, we
have devoted a large effort to improve the supersonic expansion itself. We reinvestigate this
spectral region at lower temperatures. In a first approach, we use the assignment of the v,+2v;
band already known in our group to better estimate the rotational temperature of the
expansion. As we obtain spectra at very low temperatures, these measurements can also be
considered as a further investigation of nuclear spin symmetry conservation in CH, in a
supersonic expansion at temperatures below 40 K.

Experiment

A tunable external cavity cw-InGaAsP laser diode emitting a beam of a few mW at 1.3 um
(7465-8025 cm™) in single-frequency mode is coupled to the TEM,, mode of a cavity
composed of two mirrors of high reflectivity separated by 33 cm. The weak transmitted light
leaking out the cavity is detected by a fast InGaAs photodiode (125 MHz). The typical ring-
down time of the cavity is larger than 5 us. Under these conditions, the cavity finesse is of
F=30000 and the minimum detectable absorption per pass of 10°. The cavity is pumped by a
pumping system composed of an oil diffusion, a roots and a mechanical pump, which allows
a residual vacuum not larger than 10° mbar. A 33 mm x100 pm slit of a pulsed solenoid
valve is mounted in the direction of the pumps and aligned along the spatial cavity axis. The
home-built valve produces gas pulses of less than 1 ms duration with a backing pressure of
0.6 bar and a repetition rate of 4 to 8 Hz. The remaining dynamical pressure in the cavity
during an expansion does not exceed 2x10™ mbar. More details on the experimental setup are
given in references [3-7].

The samples were composed of 2 to 13% of CH4 (Pangas, 99.995%) used without further
purification and mixed with either Ar (Pangas, 99.9990%) or He (Pangas, 99.9990%). Due to
the dilution of CH, in the gas mixture, the absorption is expected to be much weaker than that
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of an expansion of pure methane used in previous work in our group [3]. On the other hand,
the temperature of the gas mixture is expected to be lower and therefore low J value states
more populated.

Results

Figure 1 shows the CRD spectrum of the Q branch of v,+2v; of CH,4 in Ar and He supersonic
expansions (1:7 and 1:40, respectively). We get a good agreement in the line position with the
previous measurements performed with this setup in our group [3] at higher temperatures, see
Table 1: for most of the lines, the deviation of the line position does not exceed 10~ cm™.
Each line was fitted with a Gaussian profile; the width is ~0.008 cm™ in the case of the
CH4:Ar expansion (Figure la), which corresponds to a formal Doppler temperature of
roughly 40 K. Moreover, from the three F; components (J=1, 3, and 4), a Boltzmann
distribution leads to a temperature of 37(1) K. The spectrum is at least 10 K colder than the
previous measurements of pure methane in our group [3]. The spectrum of the He expansion
(Figure 1b) exhibits even lower relative intensities for the large J values and the temperature
has been estimated to be 26(1) K (See below). Interestingly, we have managed to get similar
signal to noise ratio than the previous measurements with the setup at 50 K, which proves that
lower temperatures can still be measured with this experimental setup.

Transition | T(7}) T(7)4S.* (E/hey [ em™ (@
Ref. [3] This work
RY(3) A Ay HAY 75527361 | 7552.7365
F, Fy'+Fy 7552.8059 | 7552.8044
F, FU+Fy 7552.8779 | 7552.8789 % n H
Q“%1) F Fi +Fy 75102873 | 75102877 § {
Q"2 | EF | E4E.F4F | 75101531 | 75101515 i
Q“3) A Ay HAS 7510.1902 | 7510.1915 5
F, F+Fy 7510.0533 | 7510.0541 i
F, Fi+Fy 7509.9636 | 7509.963
Q) F, F+Fr 7510.0309 |  7510.0299
E E*+E 7509.8820 | 7509.8829 \
F, F/'+Fy 7509.7682 | 7509.768 : : : .
—— 75096 7509.8 75100 7510.2
Al ALHA, 7509.5727 | 7509.5726 (Elhc) / om”

Table 1 (left): Observed transitions of v»+2v; band of CH, according to the assignment of
reference [3]. Figure 1 (right): CRD spectra of the Q branch of v»+2v; band of CH,. (a) Ar
expansion (1:7), (b) He expansion (1:40). The absorbance of the Q(1) line has been
normalized to compare the two spectra on equal footing.
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CH, is composed of three nuclear spin isomers, i. e. meta (nuclear spin /=2) with the
representation I'=A, ortho (/=1) with the representation I'=F, and para (/=0) with the
representation ['=E. In case of nuclear spin symmetry conservation [8], the three nuclear spin
states keep their relative population set at room temperature before the expansion and one
observes a Boltzmann distribution within the rovibrational levels of each nuclear spin isomer.
Conversely in case of nuclear spin symmetry relaxation, the nuclear spin states are allowed to
change during the collisional process of the expansion and the relative populations should
represent the global thermal equilibrium among all the states at cold temperatures. Parity is
conserved intramolecularly on short time scales << 1 ms [9], but may change in collisions
[8,10].

According to the work of Amrein ef al. [10], the integrated absorption strength of a given
transition is proportional to the relative population of the corresponding ground state of the
representation. Figure 2(a) shows the modifications of the population probabilities of the
three nuclear spin isomers as function of the equilibrium temperature for the two models,
those in the case of nuclear spin symmetry conservation being of course constant. Depending
on the sensitivity of the experiment, one might determine whether nuclear spin relaxation
occurs at temperatures below 40 K since the population ratios of the nuclear spin isomers
become strongly 7-dependent at low temperatures.

(@) (b)

p(I,7)

Relative absorbance

0.0

5 10 15 20 25 30 35 40 7509.8 7510.0 7510.2
spin temperature 7_/ K (Ehe) I em”

Fig. 2: (a) Population probabilities of the three nuclear spin isomers as function of the
equilibrium temperature assuming spin symmetry relaxation (full line) or conservation
(dotted line). (b) Experimental (symbols) and simulated (line) spectrum of the Q branch of the
v,+2v; band of CH.:Ar at 40 K (top) and CH,:He at 26 K (bottom). The absorbance of the
Q(1) line (not shown here) has been normalized to compare the two spectra on equal footing.
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In our case, as we can not rigorously estimate the population of the three different
components from the intensities of a molecular beam spectrum, we base our analysis on
intensity ratios and relative concentrations instead of absolute concentrations. Figure 2 shows
the simulation of the spectrum at 40 K and 26 K for the expansion in Ar and He, respectively,
under the assumption of full nuclear spin symmetry conservation. The simulation mainly
reproduces quite well the spectrum at 40 K; we nevertheless observed some discrepancies in
relative intensity at lower temperatures for the line assigned as the Q(3)A, component.
Analogous discrepancies have been observed also using direct absorption spectroscopy in a
cryogenic cell [11] and in a previous work in our group at 11 K around 3000 cm™ [10].
Further analyses of the P branch of the v,+2v; band at low temperatures combined with the
work from our group in a low temperature cell reported at a previous meeting [12] indicate
that the discrepancies can be resolved by a reassignment.
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The heterocyclic nitrogen containing molecules, e.g. pyrrole and imidazole, represent
important building blocks in many biomolecules fulfilling important functions in living
organisms. Radiation damage of these molecules (by UV photons or electrons) can threaten
functioning of these biomolecules. In order to understand the photostability of these rather
complex species at a detailed molecular level, we have to investigate the photochemistry of
their simpler constituents, namely of the UV chromophores such as the heterocyclic
compounds studied here. However, the studies of the isolated molecules in the gas phase do
not necessarily provide the complete picture about the photochemistry of the more complex
biological systems. Therefore, the further step towards unraveling the photochemistry of
biomolecules is to study the photochemistry of the smaller constituent species solvated in
finite size molecular clusters. This way the effects of the solvent on the photochemistry can

be revealed.
ga L
P, e

Pyrrole Imidazole Pyrazole
N-H--zbond N-H--N bond N-H--N doublebond

Fig. 1: Different hydrogen bonding motifs of pyrolle, imidazole and pyrazole dimers.

Here we present the study of UV photodissociation and photoionization of pyrrole, imidazole
and pyrazole molecules in clusters. All three molecules, although structurally very similar,
generate clusters with quite different bonding motifs, as illustrated in Fig. 1 for dimers: In the
pyrolle dimer N-H--m bond is present, while imidazole dimer is bound by the N-H--N
hydrogen bond and in the pyrazole dimer a double bond is present similar to the DNA base
pairs bonding motif. One of the questions addressed here is, how these different bonding
motifs influence the photochemistry of these species.
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The UV-absorption and photochemistry of the above molecules in the gas phase has been
studied in great detail previously (see e.g. [1] and references cited therein) and following
general picture arise: It has been postulated by Sobolewski and Domcke [2] that the
photostability of these molecules is determined by an excited nc* state of a dissociative
Rydberg character. The corresponding potential energy surface (PES) for this state exhibits
conical intersections (CI) with the optically active nn* state, to which the molecules are
excited by photon absorption, and with the ground S, state. These Cls are located along the
N-H dissociation coordinate. Thus upon UV excitation the molecule can quickly transfer via
the mo* PES to the S, state, where the energy can be dissipated preventing a fluorescence
photon to be irradiated from these molecules or the damaging excited state chemistry to
happen. As the experimental spectroscopic fingerprint of this dynamics, the kinetic energy
distribution spectra (KED) of the H-fragment after photodissociation of these molecules in
the gas phase were measured by several groups ([1] and references therein). These KED
generally exhibit bimodal character with a Gaussian shaped peak of faster fragments (with
energies around 1 eV) and an underlying slow-fragment distribution peaking near 0.1-0.3 eV
originating from the statistical decay from the hot ground state. The character of these spectra
can be seen in Fig. 2 below, where similar spectra measured in our experiment for clusters are
presented. To investigate the influence of solvation on photochemistry of these molecules we
have studied UV-photolysis and ionization of the above molecules in various cluster
environments [3,4,5].

Photodissociation in clusters

In the photodissociation experiments, the clusters are photolyzed by an UV laser pulse (243
nm or 193 nm) and the H-fragments are (2+1) REMPI photoionized at 243 nm and their KED
is measured by a time-of-flight (TOF) spectrometer in the low field mode (~1V.cm™).

Figure 2 shows the H-fragment KED after the photodissociation of the pyrrole and imidazole
clusters. All the spectra exhibit the bimodal character observed previously in the
photodissociation of molecules discussed above. However, the fast fragment contribution,
which is the major channel for the molecule, decreases in the intensity relative to the slow
component with the increasing cluster size. The observed trends in the KEDs can be
qualitatively explained in terms of PES. For pyrrole the theoretical calculations show that the
nco* state moves higher in energy, when a solvent molecule is added to the system, so that the
CI with the ground state along the N-H coordinate disappears and the direct dissociation
channel producing the fast H-fragments is closed.
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(a) Py/He: Py n=3

(c) Im/He: Im, n=3

Intensity (arb. units)

Kinetic energy (eV)

Fig. 2: H-fragment kinetic energy distributions after 243 nm photolysis of pyrrole and
imidazole clusters.

In imidazole the experiment shows analogical behaviour, however, the calculations show that
a different reaction mechanism is operational. Due to the N-H-*N bonding, the hydrogen
transfer (HT) between the imidazole units can play a role in the excited imidazole cluster.
Upon the excitation the system evolves to the region on PES where the two hydrogens are
bound to nitrogens of the same molecule and where a CI with the ground state occurs. The
system can evolve through this CI to S, thus dissipating the energy between the imidazole
units. Thus the HT process in the cluster has a stabilizing effect on the imidazole molecule.

Mass spectrometry of clusters

Finally, the mass spectrometry of various clusters of pyrrole, imidazole and pyrazole
molecules was investigated. In these experiments the clusters were ionized by successive
multiphoton ionization absorbing two or more 193 nm (6.4 eV) photons (UVMPI).
Alternatively, the clusters were ionized by a 70 eV electron impact (EI) and subsequently
mass analyzed with a quadrupole mass spectrometer.

Several conclusions could be made from these mass spectrometric studies. First, the
successive UVMPI leads to a significantly higher degree of fragmentation than the EI
ionization. Second, the pyrrole clusters are ionized to molecular Py," fragments, while the
imidazole and pyrazole clusters fragment to protonated Im;H" and Pz;H" ions, respectively,
for both EI and UVMPI methods. This observation is in agreement with the HT or proton
transfer channel in the photochemistry of imidazole and pyrazole clusters. Finally, the mass
spectra also confirm the conclusion from the photodissociation studies, that the HT process
stabilizes the molecule in the cluster.
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Fig. 3: TOF mass spectra of the large pyrrole and pyrazole.

This is illustrated in Fig. 3, where the comparison of the UVMPI spectra from the large
pyrrole and pyrazole clusters is shown. The pyrazole spectrum is dominated by the strong
protonated monomer peak and protonated cluster peaks are also present. On the other hand,
the pyrrole clusters, where the HT process cannot occur, fragment completely, generating
very little parent Py” ion and Py,", but mainly fragments smaller than the molecule occur. The
imidazole spectrum closely resembles the pyrazole one. Thus in the hydrogen bonded clusters
the molecules are, indeed, stabilized by the hydrogen or proton transfer process upon UV
excitation.
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Velocity-map imaging has been used with great success in the field of small-molecule
reaction dynamics to study both molecular photofragmentation and a range of photoinitiated
bimolecular events. A velocity-map imaging apparatus consists of a time-of-flight mass
spectrometer fitted with a position sensitive detector and employing a velocity-mapping
electrostatic lens in place of the more usual Wiley-McLaren ion optics. By adjusting the
electrode potentials, the lens may be tuned such that either the positions or the velocities of
the ions at their point of formation are projected in two dimensions onto the detector

The position sensitive detector usually consists of a pair of chevron microchannel plates
(MCPs) coupled to a phosphor screen. An ion striking the front face of the channel plates
initiates an electron cascade within one of the channels, and the burst of electrons emitted
from the back face of the channel plates elicits a flash of light on the phosphor screen. In this
way, the spatial distribution of ions striking the front face of the MCPs is transformed into an
image on the phosphor, which may be captured using a CCD camera. Typically, a single
photofragment or reaction product is selected for imaging by time-gating either the
microchannel plates or an image intensifier located in front of the camera, such that a signal is
only detected when the chosen mass arrives at the detector. For small molecule studies,
characterisation of a single fragment is often sufficient to obtain a fairly complete picture of
the dynamics of a photoinitiated process. However, larger molecules often have much more
complex dissociation dynamics and may separate into numerous fragments. In these cases,
characterisation of a single product is often insufficient, and the ability to record images of
several fragments simultaneously becomes highly desirable. Previously, there have been two
techniques developed to perform ‘multimass imaging’, both of which rely on spatial
separation of the images at the detector through the application of static or pulsed electric or
magnetic fields. The technique developed by Suits et al [1] employs a pulsed deflection field
to achieve spatial separation of ions of different masses transverse to the time-of-flight axis,
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and has been used to study the dissociation dynamics of the ethylene cation, C,H," [2,3].
While this is a promising approach, it does have the disadvantage that the mass resolution and
mass range, as well as the spatial resolution of individual images, are limited significantly by
the combination of the detector size and the maximum speed of the nascent fragment ions,
which determines the individual image sizes. A second technique, developed in the group of
Y. T. Lee [4] and based on a radial cylindrical energy analyser, yields the speed distributions
for ions of different masses, but no angular information. This latter technique has, however,
been used with great success in studying the dissociation dynamics of a wide range of organic
species [5].

We propose a new method of multimass imaging in which the multimass modality is
achieved by temporally resolving the images for different masses by replacing the standard
CCD detector with an ultrafast framing CCD or CMOS sensor. We have carried out proof-
of-concept work using a programmable ultrafast frame-transfer CCD camera, clocked to the
arrival times of the various masses, in the detection step. Using our method, images for
different masses are separated in time rather than in space, allowing the use of a completely
standard velocity-map imaging setup with no additional fields required. In principle, the
method has the potential to offer essentially unlimited mass channels, mass range and spatial
resolution. Our prototype camera is capable of recording up to 16 images per event at user-
defined times with a time resolution of 10 ns and a spatial resolution of 64x64 pixels. After
each trigger cycle, the stored images are transferred from the chip to a PC at standard data
rates for processing and permanent storage. We are also developing a CMOS-based event-
counting sensor, which will have several advantages over the framing CCD approach, and
expect the first prototype for testing in mid 2010.

After briefly describing the working principles of our sensors, we will present some of our
proof of concept work on the technique and outline some of the potential applications for the
new technology in the areas of both velocity-map imaging of gas phase samples and spatial
map imaging of surfaces.
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In the chemistry of the troposphere, nitrogen oxides play an important role [1]. Their
reactivity with various volatile organic compounds is well understood, but radical anion
reaction pathways may also take place in aqueous environment. Free electrons are generated
in the atmosphere by ionizing radiation or lightning. These electrons are able to combine with
molecular oxygen or carbon dioxide and form hydrated cluster species in the aqueous
environment of the atmosphere. In our investigation we studied the reactions of X (H,0)3¢.70
with X = ¢, O,, CO, and with N,O, NO and NO, in order to get information about the
kinetics and thermochemistry of the reactions.

Experimental

The experiments were performed on a modified Bruker CMS47X Fourier transform ion
cyclotron resonance (FT-ICR) mass spectrometer equipped with an infinity cell. The clusters
were produced in an external laser vaporization source, transferred by an electrostatic lens
system, and stored in the ICR cell. The reactants were introduced at a constant pressure into
the ultra high vacuum region of the FT-ICR by a needle valve. Spectra at different reaction
delays were taken to monitor the reactions and follow the kinetic behavior.

Results and Discussion

Hydrated electron clusters (H,O), showed reactivity towards all used nitrogen oxides while
0, (H,0), and CO, (H,0), were reactive only towards the radical species NO and NO,.

Hydrated electron clusters (H,O), react with nitrogen oxide taking up to three NO molecules
into the cluster. The uptake of the first molecule is a fast process while the uptake of a second
and a third NO is less efficient. We determined the rate constants of the first two reaction
steps: k;= 3.5x10"° cm® s and k, = 3.8x10"" c¢m® s, From the difference in the average
number of water molecules between reactant and product the reaction enthalpy is determined
using a new nanocalorimetry model for fitting the resulting curves.
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For example the uptake of the first NO molecule e.g. evaporates 5.4 water molecules. Since
the evaporation of one water molecule needs 43.3+3.1 kJ mol™ it results in a reaction enthalpy
AH of -233.9+20 kJ/mol [2].

Using data from literature it is possible to determine further thermochemical data like
hydration enthalpies of the product ions by using Hess law. The calculation for the NO ion is
shown in the Table.

Table 1: Calculation of the hydration enthalpy of NO".

reaction AH / kJ mol’
(a) |NO(g) +e(aq) — NO(aq) -233.8 %20
(b) |NO(g) > NO(g) +e(g) +2.5+0.5 [3]
(c) |e(g) —e(aq) -171.9+3.8 [4]
NO*(g) — NO'(aq) -403.2 +24.3
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This contribution presents electron attachment to (CO,), and (N,O), clusters in the size range
up to n=10 and an electron energy range from threshold up to 5eV. Measurements are
performed on a crossed electron / cluster beam apparatus. For both clusters, the energy
dependence of the cluster anions yield exhibits vibrational Feschbach resonances below leV
and a rather broad resonance around 2eV (for N,O) and 3eV (for CO,). As the cluster size
increases the position of both resonances is gradually shifting toward lower energy.

1- Introduction

Collision processes between low-energy electrons and atoms, molecules or clusters are of
great interest from a fundamental viewpoint and for a wide range of technological
applications. Dissociative electron attachment is among the most important processes in this
low energy range. For molecular clusters, due to the molecular surrounding, the process of
electron attachment can be quite different than for single molecules. Among these differences
one can mention solvation effects (e.g., resonances appear shifted toward lower energy),
stabilisation of transient negative ion (evaporative attachment), new resonance (‘“cluster
resonance”) where the electron is not trapped into the orbital of a single molecule of the
cluster but collectively bound to the cluster.

Electron attachment to both N,O and CO, clusters have been the object of few studies [2-7] in
the past years. Early studies only show the presence of the higher resonance around 2eV (for
N,0) [2-4] and 3eV (for CO,) [2-3], due to poor energy resolution. More recently, Hotop and
co-workers [5-7] using a high-resolution (1meV) laser photoelectron attachment method
show that, at very low energy (0-200meV) the formation of (N,O),, (N,O),0 or (CO,),
occurs via narrow vibrational Feschbach resonances, the attachment spectra revealing very
sharp structures at energies just below the vibrational excitation (bending and symmetric
stretching modes) of the neutral clusters .

To our knowledge, the present data are the first to propose complete spectra from threshold to
5eV which reveal both resonances.
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2- Experimental Setup

The experimental setup has been described extensively in previous papers [1,4]; only a brief
statement is given here. Clusters are produced in the first of the two differentially pumped
chambers by expanding the gas through a nozzle (@ = 10um) at a stagnation pressure of about
3-4 bar and at a controlled temperature. In the present series of measurements, different
nozzle temperatures have been tested ranging from 220K to 300K. The cluster beam passes
then a 0.8mm diameter skimmer before entering the interaction chamber. The electron beam,
obtained from a hemispherical electron monochromator with a typical energy resolution of
80meV, is crossed at right angles with the cluster beam. Negative ions formed in the collision
chamber upon electron attachment are extracted by a weak electric field towards the entrance
of a quadrupole mass spectrometer, the mass selected ions are detected by a channeltron
detector. Energy calibration is made against the well-known zero energy Cl /CCl, peak.

3- N,O Cluster

Electron attachment to (N,O), clusters leads to the production of (N,O),, (N,O),NO™ and
(N20),0O" anions, the last being the predominant fragment. Some of the measured electron
attachment spectra are reported below in Figure 1 as an example.
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Figure 1: Energy dependence of (N,0),, (N,O),NO™ and (N>0),0" yield.
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At low energy (below 1eV) vibrational Feshbach resonances (VFR) are observed for both
(N,O), and (N,0),0 . While for small clusters (typically n<5) the narrow peaks attributed to
vibrational excitation are hardly visible they become much more distinguishable for larger
clusters. Also measurements performed with the nozzle at room temperature exhibit sharp
structures as shown for (N;O)sO™ in Figure 1.

A second resonance is observed at around 2 eV for (N,;O),NO™ and (N,O),0 fragments and
very weakly for (N,O), . The position of the peak is gradually redshifting with increasing
cluster size due to solvation effects from 2.4eV for O to only 1.6eV for (N,O);,0".

In this energy range the formation of (N,O),NO™ ions by dissociative electron attachment is
not thermodynamically possible, the observed fragments (N,O),NO are likely to be
originating from (N,0),.,O" (via a subsequent internal ion-molecule reaction).

4- CO, Cluster

The electron attachment spectra for (CO,), clusters are quite similar to those of (N,O), . The
yield of (CO,), shows vibrational Feshbach resonances below 1eV and a broad resonance at
around 3eV which is attributed to the IT, shape resonance. The asymmetric profile of the
shape resonance seems to indicate the presence of another resonance at around 2eV, the
contribution of this new feature depends quite significantly on the nozzle temperature as
shown for (CO,); in Figure 2. As for (N,O), clusters, a red shift in the position of the
resonances is observed with increasing cluster size.

((?0'?)'4 Tnozzle =211K Tnozzle = 253K Tnozzle = 300K
VFR '1‘111 shape resonance

= 1.0 ' 1.0 1.0

% 0.8 "cluster" 081 081

£ ‘ resonance o -

= 0,61 0.6/ 0.6

é 0.41 0.4 0.4+

-~ 0.2 0.2] 0.2-

£ 0.0{ 0.0 0,0-
10123456 10123456 -101234356
Electron Energy (eV) Electron Energy (eV) Electron Energy (eV)

Figure 2: Energy dependence of (CO,), yield for different nozzle temperature.
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Measurements on electron attachment to CO, clusters embedded in He droplets, where the
clusters are cooled to their vibrational ground state due to the ultra cold environment, have
also been performed and will be compared to the present data.
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The profound effect of the solvent on the photochemistry has been known for a long time. In
1936, Franck and Rabinowitch introduced the concept of the cage effect to explain the
lowering of the iodine photodissociation yield upon solvation [1]. More generally, the
slowing down the molecular fragments and preventing the molecules from the dissociation by
the solvent cage are manifestations of solvent induced photostability.

Various experiments can manifest such cage effects: (i) photofragment concentration
measurements - the photofragment yield decreases upon caging, (ii) time domain
measurements - the caging slows down the fragmentation process, and (iii) energy domain
measurements — the kinetic energy of a photofragment changes by the interaction with the
cage atoms/molecules. In the latter case slowing down of the photofragment to near zero
kinetic energies is a typical evidence for a pronounced caging.

In this work, we investigate the solvent effects on the acetylene photodissociation dynamics.
The photochemistry of acetylene is dominated by hydrogen dissociation C;H, — C,H + H,
with quantum yield close to 1 at 193 nm and 121.6 nm wavelengths [2]. The dissociation can
proceed via singlet and triplet channels [3] The singlet channel is open approximately above
6.3 eV while the triplet channel seems to be operational during the near-threshold acetylene
photoabsorption [4].

In the current experiments the solvent is represented either by other acetylene molecules in
(C,H,), clusters and/or by rare gas atoms in (C,H,), Ary, clusters in molecular beams. The
clusters were prepared in supersonic expansions under various conditions and the
corresponding mean cluster sizes were determined, for which the photodissociation at 193 nm
was studied. The kinetic-energy distributions (KEDs) of the H-fragment following the
acetylene photodissociation were measured using the time-of-flight technique [5,6].
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The measured KEDs of the H-fragments from the acetylene clusters display some common
features with the KED spectrum of the isolated molecules, in particular the KED maximum is
located at approximately 0.2 eV both for isolated and solvated acetylene. In contrast to the
isolated molecule however, two major differences are observed: First, a fraction of zero
energy hydrogen fragments is observed and second, the long energy tail extending up to 2 eV
is observed for the solvated acetylene. While fragments with zero energies are a typical
feature of the solvent cage effect, the photofragment acceleration upon solvation is a rather
unusual phenomenon.

—
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)
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Figure 1: H-fragment KED from photodissociation of acetylene at 193 nm: (a) the spectrum
of C;H; molecule from the literature [7] for comparison (b) spectrum measured with C,H,
isolated molecules in our experiment, and (c) the spectrum obtained in the molecular beam
containing small (C,H>), clusters with the mean cluster size n ~ 10 .

The analysis based on ab initio calculations suggests the following mechanism that explains
the observed photofragment acceleration: (i) At 193 nm, photodissociation of acetylene
occurs mostly in the singlet manifold. (ii) The solvent stabilizes the acetylene molecule,
preventing it from hydrogen dissociation and funneling the population into a vibrationally hot
ground state. (iii) The excited C,H, absorbs the next photon and eventually dissociates,
yielding the H fragment with a higher kinetic energy corresponding to the first C,H,
excitation. Thus the H-fragment KED extending to higher energies is a fingerprint of the cage
effect and the multi-photon nature of the observed processes. We argue that even though our
experiment operates in the energy domain, by changing the photon flux it can provide some
information also in the time domain. In particular, the photon flux dependence of the KEDs
reflects the rate of the vibrational flow from the hot ground state of acetylene to the
neighboring solvent molecules, as schematically indicated in figure 2.
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Figure 2: Schematic picture of the multi-photon dissociation providing time-domain
information about the cage effect by the energy-domain measurement. In time zero the
molecule is excited, subsequently the cage effect quenches the molecule into the vibrationally
hot ground state, and the second photon dissociates the molecule from this state resulting in
fragment with a higher kinetic energy. If the second photon time delay is longer, the molecule
is further cooled by the cluster into the lower vibrational state from which the slower
fragments originate upon the photodissociation.
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Metal oxides are used as active components in a very large number of practical and industrial
applications where molecular surface processes are vital for the material's functionality.
Heterogeneous catalysis is a particularly important example since the majority of all products
of the chemical industries is produced with the help of heterogeneous catalysts, while at the
same time, catalysis is maybe the most important mechanism by which many technical
processes can be made friendly to the environment. Unfortunately, for large classes of
heterogeneous catalysts, the development of better catalysts is still largely a matter of trial
and error, and the main reason for this is the lack of fundamental knowledge about the
intrinsic nature of the catalyst's active sites. Generally only a few percent of the surface is
believed to actually participate in the catalysis.

It is a tremendous scientific challenge to try to identify and describe the active sites in
complicated metal oxides systems, especially for realistic reaction conditions of, sometimes,
several hundred degrees centigrades. To derive valuable molecular-level information about
such surface systems, experiments need to be complemented by theoretical investigations that
manage to address as many of these effects as possible, as well as the different types of
molecule-surface interaction at play, ranging from weak physisorption (at low temperatures
only) to strong chemisorption.

Zn0O and CeO,; (ceria) are in focus in this report. Both are active components in a range of
catalytic applications. The water-gas shift reaction, by which CO and H,O is converted to H,
and CO,, is one important example.

Details of our calculations: hierachical models and multiscale modelling

In the solid state as well as in surface studies, the "standard" type of quantum-mechanical
(QM) electronic structure calculations are periodic DFT calculations. However, periodic
calculations introduce a periodic repetition which might be highly unwanted in large-scale
interface systems where neither the structure nor any defects are periodic in nature. The
remedy here would be very large supercells, but then the QM system easily becomes too large
for present-day computers. We propose an alternative approach namely a hierachical
embedded-cluster model to be able to describe active sites and molecular adsorption without
the problems of periodic repetitions. Moreover, it will enable the use of advanced QM
methods beyond DFT. A serious limitation with regular DFT calculations is namely that
many electronically complicated situations are not properly described. One example is metal
oxides with partially filled d- or f- shells. In ceria systems with oxygen vacancies, for
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example, the DFT calculations fail because the electron localization for the f orbitals of Ce
ions is not correctly treated using standard DFT methods. Various "fixes" have been tried in
the literature, but these are tricky and largely empirical in nature, with limited predictive
power. The embedded-cluster approach will allow high-level QM calculations, treating
exchange and correlation.

In Ref. 1 we put forward a robust and high-quality embedded-cluster QM scheme, which
manages to describe both ordered and highly distorted ionic surfaces. The embedding scheme
is illustrated in Fig. 1a. The QM cluster is centered around the surface site to be examined.

J— . . Fitted PCs
i ) QM cluster
ECPs

PCs with formal ion charge

(@)

Fig.1 Schematic picture of our embedding scheme, as applied to a ceria surface. (a) The
hierarchical embedding model. (b) An example of a OM cluster.

We have recently applied the embedded-cluster model to the study of the CeO,(111) and
Ce0O,(110) surfaces with defects (oxygen vacancy) or adsorbed molecules (CO and N,0). The
QM part of one of the ceria (110) embedded clusters is seen from above in Fig. 1b. CO can
both physi- and chemisorb on ceria surfaces, but as mentioned, the physisorption
phenomenon is particularly challenging to describe. Again, here the embedded cluster model
allows the use of higher-level QM calculations, more suitable than DFT to describe e.g.
dispersion interactions. Results from these studies using MP2 and coupled-cluster (CC)
calculations are presented below.

There are other matters of great concern in condensed-matter calculations, namely the issue
of the attainable length and time scales. Thus, one of the greatest obstacles to further progress
towards realistic simulations is the lack of accurate models to describe the interatomic
interactions for large-scale systems, i.e. systems with many atoms that can be studied for a
long time. The problem is that, on the one hand, QM calculations (periodic of embedded-
cluster) cannot be used for large systems or long simulation times, and on the other hand,
models purely based on analytical potential functions are often too inaccurate (or do not
exist). In so-called reactive force fields, the binding between atoms is taken into account in
the sense that bonds can be broken or formed "on the fly".
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The ReaxFF force-fields, developed by van Duin et al. [2], constitute such a family of
advanced many-body potentials. They are derived from QM calculations and provide a fast,
transferable method for simulating chemical and physical interactions in materials.

We have applied the ReaxFF method to perform MD simulations of ZnO-water surface
systems. Based on a large number of B3LYP calculations for Zn,O, clusters, crystal
polymorphs and surfaces, we constructed a force-field which manages to well reproduce the
QM data (energies, geometries and charges) for the same systems. Combined with potentials
for the water-ZnO, we have studied the molecular dynamics of water (from one molecule 7o
one monolayer to very much water) on the wurtzite ZnO(1 0 -1 0) surface at a range of
temperatures, as a first step in the description of the water-gas shift reaction.

Results

Below we present some results for ceria and ZnO surfaces, as a flavour of the information
that modern surface calculations manage to provide.

Ceria

Electron correlation (dispersion/electrostatic interactions) plays a key role in the ceria-CO
interaction, i.e. the descriptions of the permanent and (especially) the induced dipole
moments of CO are important. Table 1 illustrates that the permanent dipole moment is very
sensitive to the computational method used. It is seen that it is necessary to describe the
electron correlation at a high level to achieve agreement with experiment. Table 2 shows the
resulting CO physisorption energies on ceria calculated using different methods. More details
are found in Refs. 3 and 4. Neither the Hartree-Fock nor the B3LYP method give satisfactory
results, while MP4 and CCSD(T) appear to do so. The latter two methods would normally be
prohibitively expensive for this kind of system but were here made possible thanks to the use
of an embedded-cluster model and a local electron correlation method (see Ref. 3).

Table 1. Dipole Moment of CO Table 2. CO physisorption energy on top of a
using the aug-cc-pVTZ basis set Ce atom on the ceria (110) surface
(in Debye)
Exp 0112 HF 15 kJ/mol =0.15 eV

) ) B3LYP 10 kJ/mol = 0.10 eV
HF —0.1487 MP2, full 24 kJ/mol = 0.24 eV
LDA +0.2221 MP2, incremental 24 kJ/mol = 0.24 eV

PW91 +0.1866
B3LYP  +0.0946
MP2 +0.1731
CCSD +0.0678
CCSD(T)  +0.1016

MP4, incremental 21 kJ/mol =0.21 eV
CCSD(T), incremental 21 kJ/mol =0.21 eV
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Zn0

We find that for one water molecule adsorbed on the wurtzite ZnO(1 0 -1 0) surface, the
water molecules prefers to stay intact and not dissociate. However, for a monolayer of water
adsorbed at 300 K, a zig-zag pattern forms, in agreement with predictions from experiment
and the 0 K structure optimized from electronic-structure calculations in the literature. When
a liquid water film is adsorbed on the surface, a new and dynamic water structure emerges,
where more of the water molecules have dissociated, as a consequence of the cooperative
interactions zinc cation - - - water (first layer) - - - water (second layer) interactions which
dissociate about 3/4 of the water molecules and creates a characteristic and persistent
hydroxide- - -water - - - hydroxide pattern next to the ZnO surface (Fig. 2). More details are
found in Refs. 5 and 6.

Fig. 2 Snapshot from an equilibrated
MD simulation of a ZnO slab at 300 K
calculated with a ReaxFF force field.
The system contains 12 ZnO layers and
256 water molecules in the MD box.

Summary

In summary, it is now becoming feasible to use computational chemistry/physics calculations
with hierachical models and multi- or interscale approaches to obtain accurate and valuable
molecular-level information for rather large-scale models of functional materials at realistic
temperatures.
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Astrochemistry - The Opportunity and the Challenge
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Kingdom

An understanding of the chemical evolution of the universe necessarily requires that we gain
a detailed knowledge of the complex chemistry occurring in both the present and past history
of the universe. Such ‘astrochemistry’ is distinct from that occurring in the terrestrial and
industrial environments within which traditional chemical studies have been conducted for
several reasons:

(1) Due to the low densities encountered in many astronomical regions the time scale of
chemical evolution of astronomical objects may be tens of thousands (or even millions) of
years.

(i1) The chemistry often takes place at much lower temperatures than those commonly
encountered on Earth, emphasizing so-called ‘barrierless’ chemical reactions.

(ii1) Chemical species not commonly found on Earth play a key role in astrochemistry e.g. the
molecular ions H;" and HeH" both of which are believed to take part in the first chemical
reactions to have ever occurred in the history of the universe.

(iv) Much of the chemistry in ‘heterogeneous’ chemistry takes place on the surface of micron
sized grains. The physical and chemical properties of these grains are more akin to
aerosols/particulates that are fundamental to nanotechnology than traditional bulk surface
chemistry.

Obtaining information on the different chemical environments within our universe relies
critically upon the continuing technological advances in observational astronomy and
computer modelling combined with a growing experimental programme that seeks to recreate
such conditions in the laboratory. Recent space borne (e.g. Spitzer and, from 2010, Herschel)
and ground based radio to far-infrared telescopes (including the commissioning of ALMA)
are revolutionizing our ‘Chemical’ picture of the universe providing, for the first time,
detailed chemical maps of the Universe with tantalising hints as to the chemical evolution of
the cosmos. However, it has only been in the last two to three decades that our knowledge of
the major chemical processes underpinning the chemical evolution in the Universe has
developed sufficiently that we may now, with some confidence, propose reasonable
hypotheses to describe some of the observational data and explore how such chemistry affects
star/planet formation. Furthermore the discovery of, and increasing observational studies of
‘exoplanets’, is leading to fundamental questions as to the role of astrochemistry in the
formation of molecules essential to the emergence of life - the latter being a core part of the
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new scientific discipline of ‘Astrobiology’ upon which much of the ESA and NASA space
programmes will be focused in the 21% Century.

Astrochemistry is therefore a research field that provides, in the next decade, unparalled
opportunities but equally a field where there are significant challenges (scientific,
technological and even philosophical) to be overcome requiring a truly interdisciplinary
approach. This review talk will therefore both complement talks by other speakers
(Bredehoft, Dutuit and Kaiser) at the Symposium but will crucially seek to identify key
questions that need to be answered if we are to understand the mechanisms by which complex
molecular species are formed in the Interstellar Medium (ISM) and during star and planet
formation.
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Abstract:

A thermoanalytical instrument (i.e. Thermogravimetry device, TG) was coupled to a single
photon ionisation mass spectrometer (SPI-MS) for evolved gas analysis (EGA). Single
photon ionisation (SPI) was performed with a new type of VUV-light source, the so called
electron beam pumped rare gas excimer lamp (EBEL). SPI does in most cases not fragment
molecules upon the ionisation process. Thus a direct recording of the molecular fingerprint in
the evolved gases from thermal composition of carbonaceous material is possible. In this
work the thermoanalytical (TA) data and the SPI-MS information on the released organics for
bio mass, fossil as well as for polymer samples) is presented The potential of hyphenating
thermal analysis instruments and soft photo ionisation mass spectrometry (EBEL-SPI-MS)
for fundamental and applied research and material analysis is discussed.

Introduction and Experimental:

Thermogravimetry — mass spectrometry (TG-MS) is a powerful hyphenated technology for
analysis of thermal products from organic materials such as polymers, crude oils or coals. In
the thermogravimetric analysis a sample of typically some mg is treated by a temperature
program (often a linear temperature ramp of ~ 10-20 K/min starting at ambient temperature
ending at about 1200 K)) while the sample weight loss (vaporization/pyrolytic decomposition)
is recorded by a sensitive balance. The evolved gases subsequently are analyzed in real-time
by the on-line coupled mass spectrometer. However, if electron ionization (EI) is applied,
TG-MS mainly gives information on small molecules such as CO, or CH,;. More complex
organic molecules usually are not detectable due to the fragmentation associated with EI. TG-
MS using soft single photon ionisation (SPI) recently was successfully applied for analysis of
the evolved pattern of intact organic molecules [1]. In the simplest setup the gas inlet of the
mass analyzer was coupled via a heated transfer line to the TG system (Typ STA 409,
Netzsch Geritebau, Selb, Germany). A special heated adapter was developed for the TG-
system to avoid memory effects of the released higher boiling organic compounds. Note that
the MS could be operated in both, electron impact ionisation or single photo ionisation (SPI)
mode. A sketch of the setup of the device is shown in Figure 1A
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Figure 1: A) Schematic representation of the TG-EBEL-SPI-OMS prototype. B) TG- quadrupole mass
spectra of heptadecane recorded with the developed TG-QOMS instruments using the conventional
electron impact ionisation (EI, 70 eV; hard ionisation top) single photon ionisation (Ar-EBEL, 9.8 EV:
soft ionisation, bottom)

SPI allows soft ionisation, even of rather unstable molecules such as alkanes. In figure 1B
two mass spectra of heptadecane are presented, recorded by EI (top) and SPI (bottom), for
comparison. An innovative electron beam pumped rare gas excimer VUV-lamp (EBEL)
technique is used for the soft photo ionisation process. In the EBEL-VUYV light source a 0.7 %
0.7 mm’ ceramic silicon nitride (SiN,) foil of only about 300 nm thickness separates the rare
gas volume (i.e. the luminescence medium, pressure > 1 bar) from a vacuum chamber which
is containing an electron gun (EG). A 13-keV electron beam is generated by the EG and
directed onto the foil. Electrons penetrate through the SiN; foil into the rare gas volume with
low-energy loss. The electrons excite and the rare gas atoms and in successive processes
excited, meta-stable diatomic rare gas molecules (excimers) are formed and subsequently are
dissociate again within a few microseconds. Upon the dissociation of the rare gas excimers,
VUV-radiation is emitted. The excimer formation occurs solely in a small volume in the close
proximity of the electron entrance foil. The rare gas volume can be filled with different rare
gases or gas mixtures, in this experiments Ar was used (emission maximum: 126 nm, 9.8 eV
centre photon energy) [1,2].

Results and Discussion:

Figure 2 shows the TG/DTG curves of polyethylene (PE, upper panel) recorded in inert
atmosphere (nitrogen) at 20°C/min. heating rate. Furthermore two mass spectra obtained from
the evolved gases at 480-510 °C, are shown, using either conventional EI ionisation (middle
panel) or the EBEL-SPI photo ionisation (lower panel).
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Figure 2: Thermogravimetry-single photo ionisation quadrupole mass spectrometry (TG-SPI-QMS with
EBEL) results of polyethylene (PE): top) TG and DTG curves, middle) Electron impact mass spectrum
(EL, 70 eV); bottom) SPI mass spectrum recorded during the maximal decomposition rate.
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The TG curve depicts that PE decomposes in a one-step process at about 500 °C with a
minimal residue. The weight loss slowly starts at 400 °C and reaches a maximum at about
490°C (easily seen from the DTG curve which is the 1* derivative of the TG curve). The EI
mass spectrum is dominated by fragments. From the EI mass spectrum thus it can only be
stated that the content of aromatic 1,75
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analytical methods [3]. In the Figure3: TG-SPI-TOFMS masgg;ectrum of ABS- polymer
meantime several other polymers such showing the evolved molecular pyrolysis products at 400 °C.
as polyvinyl chloride (PVC) or

polystyrene (PS) as well a natural products (mineral oil, wood) have been investigated. In
Figure 3 an example of the chemical profile of the pyrolysis of the ABS-polymer is given as it
was on-line recorded by TG-SPI-MS. With increasing complexity of the polymeric
composition also the complexity of the chemical fingerprint increases. Currently improved
couplings between TA und mass spectrometry have been developed. On the one hand a
skimmed supersonic expansion coupling of TA to a EBEL photo ionisation Time-of-Flight
Mass Spectrometer was developed (TG-Skimmer-SPI-TOFMS). This device makes it in
principle possible to investigate lower volatile compounds. For examples the allotropy of
sulphur as well as the thermal decomposition of several polymers was investigated with the
new TG-Skimmer-SPI-TOFMS System. On the other hand improved concepts for
implementing a fast gas chromatographic separation step in evolved gas analysis have been
realized. The current results demonstrate the potential of evolved gas analysis (EGA) of
organic compounds by soft ionisation mass spectrometry for thermal analysis (TA).
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